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What is Information Retrieval (IR)?

« Salton’s definition (Salton 68): “information retrieval is
a field concerned with the structure, analysis, organization, storage,
searching, and retrieval of information”

— Information: mostly text, but can be anything (e.g.,
multimedia)

— Retrieval:
* Narrow sense: search/querying
 Broad sense: information access; information analysis

* In more general terms
— Help people manage and make use of all kinds of information

Users are always an important factor!




NLP as Foundation of IR

Retrieval Decision-Making

Text Representation Query Representation

Natural Language Processing
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IR researchers have been concerned
about NLP since day one...




Luhn’s idea (1958): automatic indexing
based on statistical analysis of text

“It is here proposed that the frequency of word
occurrence in an article furnishes a useful
measurement of word significance. It is further
proposed that the relative position within a sentence
of words having given values of significance furnish a
useful measurement for determining the significance
Hans Peter Luhn of sentences. The significance factor of a sentence
(IBM) will therefore be based on a combination of these
two measurements. ” (Luhn 58)

LUHN, H.P., 'A statistical approach to mechanised encoding and searching of library
information’, IBM Journal of Research and Development, 1, 309-317 (1957).

LUHN, H.P., 'The automatic creation of literature abstracts', IBM Journal of Research
and Development, 2, 159-165 (1958).



http://www.businessintelligence.info/imagenes-bi/hp-luhn.jpg

The notion of “resolving power of a word”
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Automatic abstracting algorithm (Lunn ss;

Sentence

Significant Words
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Portion of sentence bracketed by
and including significant words not
maore than four non-significant
words apart. If e?’fgibu'&, the whole
senlence is cited,

Figure 2

Computation of significance factor.
The square of the number of bracketed signif-
icant words (4) divided by the total number

of bracketed words {7) = 2.3.
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The idea can be adapted for
guery-specific summarization

“In many instances condensations of
documents are made emphasizing the
relationship of the information in the
document to a special interest or field of
investigation. In such cases sentences could be
weighted by assigning a premium value to a
predetermined class of words.”



Cleverdon’s Cranfield Project (1957-1966)

Established rigorous evaluation methodology
Introduced precision & recall
Compared different linguistic units for indexing
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Indexing and Abstracting by Association
Doyle, Lauren B, American Documentation (pre-1986); Oct 1962;
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And many attempts have been made
on improving IR with NLP techniques
since then...

However, today’s search engines
don’t use much NLP!
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Sometimes, they appear to “understand” natural

Ad related to NLP & CC
NLP Certification | !

www.nilpcoaching.com/
Fastest NLP Certificatic

‘NLP&CC 2012""
tcei.cef.org.cn/conferen
NLP&CC 2012 2012
Oct. 318 ~Nov 52012 |

teci.cof.org.end. 2012/
Matural language proce
most popular research i

NLP&CC 20124515
@

tcci.cef.org.en/. f2012/p
201268158, 20125
+— & NLP&CC 20123

BB ESESANE
www.meeting.edu.cn » |
B—EEHESHESr
BI¥f SR MER. &

language

Query: “NLP & CC 2012”

1,390,000 RESULTS Any time

2012 Volkswagen CC | falc
www falconevw . com
Visit Falcone Volkswagen & Ses |

B EH BilFE A EH
tcci.cef.org.cn/conference/2012/in

& 2012F6H15H NLP&CC 2(0
& 2012F6H58 . NLP&CC 201

h E ElF e h s B4
tcei.cef org.cn/conferencef2012/pi

NLP&CC 2012::fit: BEhE: B E)
FEL i NLPACC 2012:E it 4 W

F—EAMEENIES h
mall.cnki.net'magazine/Article/J S,
E—EEXESHESHNHES
BTk WET# - <IE:

B—E MRS AES h
www.cascs.org/thread-520-1-1.ht|
NLP&CC 20121 BB b T3 5 [
SHESHIE . BiEWebizZi

1884-CC Morgan MS62 G

TIMAN

hEEEE T EREAT I ERE 20125 £NH @

NLP&CC 2012+ : BRAESHESHHESW (NLPACC) 2HPEHENFES (CC
Fir FhfICCFRYEERAEIZASFEFAS W NLPACCEFTEMESAMER
tcciccf.org.cn/conference/2012 2012-10-11 - S EHREE

NLP&CC2012£1 i it Fo AR Eomi@al-th Eit Bl =2 8M @
NLPE&CC20M2&wiE MR RETRAN BXESHESHHES R (LT EINLP&CC)
EHPETENES (CCF) EhHCCFRMEEEASIERSFEFT RS « NLPACC
www.ccforg.cn/sites/ ... 689087728707 2012-10-12 - HEHEE

F—BAMEE RS hirE e (NLP&CC 2012) @
E—EEMESHMESHTHES W (NLPACC 2012) MEHEH: FHSi EWidE. #F
WWHEHE: 2012-10-31 EFRBEE: 2012-11-05 FrTEEZ: AE AR
www.sjzu.edu.cn/news.asp?code=28996 2012-9-28 - 5 EHREE

FEEMESAESh T HELSW (NLP& CC2012) fEWiEsl- [ @
HARETENSS (CCF) EAMCCFA T ERAL I BRATES AL — —QRESh
BShuitEEi (BTEHNLPZCC) B F20125 10831811858 ELRER -
www.cqvip.com/QKY . 1248743 html 2012-10-4 - HEHEE

Chinese Weibo Sentiment Analysis Evaluation at NLP&CC 2012 @

This post summarize our BITSTAR stentiment analysis system paticipating in the Chinese W
eibo Sentiment Analysis Evaluation at MLF&CC 2012, We propose a ...
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Show search tools

However,...
Query: “NLP & CC 2012 schedule”

Ad related to NLP & CC 2012 Schedule @
NLP Certification | NlpCoaching.com &@

www.nipcoaching.com/
Fastest NLP Certification possible! Get NLP Certified in only 7 days.

Cornell NLP Seminar, Spring 2012 - Cornell NLP group - Confluence @
https://confluence.cornell edu/.. /NLP/Cormnell+NLP+5Seminar, +5pring. ..

Apr 28, 2012 — This wiki page,

hitps://confluence.cornell edu/display/NLP/Cornell+NLP+5eminart
2C+5pring+2012, holds the schedule for the NLP seminar ...

Cornell NLP Seminar, Fall 2012 - Cornell NLP group - Confluence @
https://confluence.cornell. edw/.. /NLP/Cormnell+NLP+Seminar +Fall+2...

2 days ago — This wiki page,

https://confluence.cornell edu/display/NLP/Cornell+NLP+5Seminart2C+Fall+2012,
holds the schedule for the NLP seminar for ...

Home - Cornell NLP group - Confluence @

hitps:/fconfluence.cornell. edu/display/NLP/Home

Jul 30, 2012 — The calendar maintains info about NLP-relatad talks on campus for
the ... Claire Cardie are nominated for best paper award at SIGDial 2012 ...

n_::ttural language processing blog: Somehow | totally missed NIPS ...
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How does a typical search engine work?
Bag of Terms Representation

Document Terml 0.10 Terml 0.10 Query
Term2 0.05 Term2 0.05
TermN 0.01 TermN 0.01
Scoring
Function

l

Score(Doc, Query) = 0.75 (optimizing relevance)
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A Typical Ranking Function

p(w|0,) docexpansion

Doc Language Model p(w|6,)

Document d text 0.04
II- mining 0.045
text 4/100=0.04 Clustering 0.11
mining 3/100=0.03 probabilistic 0.1
A text mining paper ||~ Assoc. 1/100=0.01
clustering 1/100=0.01 Similarity function
p(w|6,)
D(6, 1 6,) = 2_ p(wp,)log :
ol106) =2, P o0 S
Query q Query Language Model p(w|6,) p(w|6,)

__ data ¥2=0.5 data ¥2=0.4
II- mining %2=0.5 II‘ mining %2=0.4

clustering =0.1

guery expansion
14




Learn from
Examples

Feedback in IR

Retrieval
Engine

Feedback

elevance feedback
(Implicit feedback)

Pseudo feedback \

l

Judgments:
d, +
d, -
ds,

Results:
d; 3.5
d, 0.5 l
Judgments:
d, + top 10
d, +
ds .
Assume top 10 docs | -
are relevant dy -

dk'

User judges documents

(User clickthroughs)




Search Engines Generally Do Little NLP

 Bag of words representation remains the pillar
of modern IR

« Simple lexical processing: stop words removal,
stemming, word segmentation

 Limited uses of phrases

Basic Technique = Keyword Matching
+ statistical weighting of terms
+ leveraging clickthroughs (feedback)
+ ...
NLP <= Lexical Analysis (?)
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IR researchers don’t talk much about NLP
today either

Assumed Conclusion: NLP isn’t useful for IR...
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Questions

* If logically NLP is the foundation of IR, why
hasn’t NLP made a significant impact on IR?

* Is there any way to improve IR significantly with
NLP techniques?

« What does the future of NLP for IR look like?
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Rest of the Talk

« Attempts on applying NLP to IR
« Why hasn’t it be successful?
 The future of NLP for IR
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NLP for IR 1:
Beyond bag-of-words Representation

« Motivation: single words have many problems

Different words, same meaning: car vs. vehicle

Same words, different meaning: Venetian Blinds vs. blind venetians

Different perspectives on single concept:
“The accident” vs. “the unfortunate incident”

Different meanings for the same words in different domains:
“sharp” can mean “pain intensity” or “the quality of a cutting too

I”

[Smeaton’s ESSIR’95 tutorial]
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Many different phrases explored

« Statistical phrases [Fagan 88]
— Phrases are frequent n-grams

* Linguistic phrases [Fagan 88, Zhai & Evans 96]
— Phrases are obtained from parsing

* Lexical atoms [Zhal et al. 95; Zhai 97]

— “Sticky phrases”/non-compositional phrases (e.g., “hot dog”,
“blue chip”)

« Head-modifier pairs [Strzalkowski & Vauthey 95,
Zhai 97]

“fast algorithm for parsing context-free languages”

” 13 7 13

= {“fast algorithm”, “parsing algorithm”, “parsing language”,
“‘context-free language’}

— a — o~

Y A TN
The D and at L y T N
at The University of iinos ot Urbana-Champaign




Phrase Indexing: Results

* Mostly mixed results

— Some reported insignificant improvement over single
word baseline

— Others reported degradation of retrieval accuracy

 While on average, using phrases may help, it
doesn’t help all queries

 Even when adding phrases helps, adding “too
many” phrases can hurt the performance

* Mixing phrases with single words is generally
necessary to improve robustness
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Sample Phrase Indexing Results [Zhal 97]

Experiments Renmﬁ-et'ReI} Init Prec Avg Prec
| %TFE-'EH 0.56(597) 0.4546 0.2208 |
WD.HM-SET 0.60( 638 ) 0.5162 0.2402 |
inc over WD-SET 7% 14% 9%
[ WD-NP-SET 0.58(613) | 0.5373 0.2564
inc over WD-SET 4 18% 16%
WD-HM-NP-SET 0.63{666) 0.4747 T0.2285
inc over WD-SET _ 13% 4% 3%
otal relevant documents: 1064

Table 1: Effects of Phrases with feedback and
TREC-5 topics

Too many phrases hurt performance!
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NLP for IR 2: Sense Disambiguation

* Motivation
— Terms are often ambiguous, causing mismatches
— What about using term disambiguation?

 Many studies
— Krovetz and Croft 1992
— Voorhees 1993
— Sanderson 1994
— Schultz and Pedersen 1995
— Stokoe et al. 2003

24



Disambiguation Results: Non-Promising

« Manual sense disambiguation [Korvetz & Croft 92]
— Very little improvement (<=2% improvement)
— Possibly degrade performance
— Explanation: coordination of terms; skewed distribution of
senses
 Automatic sense disambiguation based on
WordNet [Voorhees 93]

— No improvement

+ “pseudo sense” experiments [Sanderson 94]

IR performance is very sensitive to erroneous disambiguation ...
Only when it gets to 90% accuracy it is as good as no disambiguation...
Beyond that, it yields improvement, but only when the query is short
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Disambiguation Results: More Promising

 Corpus-based senses [Schultz & Pedersen 92]
— Senses are acquired by clustering word context
— Multiple senses are assigned to combat uncertainty

« Semcor 1.6 + careful weighting [Stokoe et al. 03]

0.3

—— Term Based
0.25 —— Stem Based .
\ ----- Sense Based (T)

0.2 ‘\ --»-- Sense Based (S) |
0.15
0.1
0.05
0

0O 01 02 03 04 05 06 0.7 08 09 1
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NLP for IR 3: Deeper Semantic Representation:
FERRET [Mauldin 91]

— using knowledge representation to represent text
— works for a very small data set in astronomy domain

— but, doesn’t scale up, possibly not outperforming stronger
baseline
Clueries Texts

| Query l |I'u'|-::Frun1p\
Parser Parser

Case fram ﬁ
latcher
Case frame Abstracts

Patterns

Helevant Texts
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Rest of the Talk

« Why hasn’t it be successful?
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Explanation 1: The Power of Bag of Words
Representation

* Retrieval problem is mostly a simple language
processing task

« “Matching” is sufficiently useful for finding
relevant documents

* |deal query hypothesis: given any subset of
documents that we assume a user is interested
In, there exists a query that would produce near-
Ideal ranking

* Finding an ideal query doesn’t necessarily need
deep NLP
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Keyword matching may answer guestions!

{_E',\ Eblng how to install hardwood floor? p

Beta

177,000,000 RESULTS

Tips: Current page contains all results English Search | Chinese Only

How to Install Solid Wood Floors | eHow.com
www_ehow com/how 5645653 install-solid-wood-floors himl -

How to Install Solid Wood Floors in Basements The problem with trying to install a
hardwood floor in a basement is that basement floors usually are concrete slabs, and .

How to Install a Wood Floor | eHow.com

www_ehow.com/how_ 2325521 install-wood-floor.html ~

But before you begin installing a hardwood floor, you need to... How to Install Real Wood
Flooring Solid wood flooring is one of the single most durable and beautiful flooring ...

How to Install a Hardwood Floor | HomeTips
www_hometips.com/diy-how-to/installing-hardwood-floors_himl ~

Expert advice on hardwood floor installation from start to finish, including tools and
materials, preparation, layout, cutting, and fastening ... Expert advice on hardwood floor ..

How to Install Hardwood Floors- Do it Yourself Hardwood Floors

www _diynetwork com/topics/hardwood-floors/index html -

Easy-to-follow, step-by-step instructions show DIYers how to install a floating wood
plank ... Marc Bartolomeo shows how to install a beautiful engineered hardwood floor.




Explanation 2: NLP wasn't used to
solve a big pain

- feedback & expansion
Different words, same meaning: car vs. vehicle can take care of this

Same words, different meaning: Venetian Blinds vs. blind venetians

S~

Different perspectives on single concept: \_/

“The accident” vs. “the unfortunate incident”

Different meanings for the same words in different domains:
“sharp” can mean “pain intensity” or “the quality of a cutting too

III

. . - How likely does this happen?
Some times domain restriction

solves the problem naturally. Other
words in the query help providing
disambiguation.

e TI MAN 31




Explanation 3: Lack of consideration
of robustness

« Standard IR models are optimized for bag of
terms representation

 When incorporating phrases, we no longer have
optimal term weighting

— e.g., how to optimize phrase weighting when single words
are also used for indexing?

* Need to tolerate NLP errors

A e e
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Explanation 4: Workaround possible

Frequency of queries

Bypass difficult NLP problems

Difficult tail queries require more NLP!

//C/fl' /)
"eeq, acs “Ugh

—_—

Statistj '
stical Term Welghting, Probabiljstic odels

__—

Queries
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Example of NLP for tail queries:
sense clarification [Kotov & Zhai 11]

Uses global analysis for sense identification:
+does not rely on retrieval results (can be used for difficult
gueries)
<+ identifies collection-specific senses and avoids the
coverage problem
+identifies both majority and minority senses
+domain independent

Presents concise representations of senses to the
users:

<+ eliminates the cognitive burden of scanning the results

Allows the users to make the final disambiguation
choice:

+leverages user intelligence to make the best choice
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Query ambiguity

cardinals | intent: oman catholic cardinals |

» The Official Site of The St Louis Cardinals | cardinals.com: Homepa
Headlines, statistics, photograph galleries and general team information.
Active Roster - Single Game - Job Opportunities - Scoreboard
stlouis_cardinals. mlb.com/ - Cached - Similar

The Official Site of the Arizona Cardinals Q @

Dfficial team site with audio and video clips, team news, depth charts, transactions
and player profiles.

Season Schedule - Roster - Stadium - Tickets

www_azcardinals.com/ - Cached - Similar

Northern Cardinal. Identification, All About Birds - Cornell Lab ... ©. &
Learn how to identify Morthern Cardinal, its life history, cool facts, sounds and calls, and
watch videos. The male Morthern Cardinal is perhaps responsible ...

www _allaboutbirds org/guide/northern_cardinal/id - Cached - Similar

Mews for cardinals

Holliday powers Cardinals past Astros (7]

T 1 hour ago
' Pat Sullivan St. Louis Cardinals’ Matt Holliday connects for a an RBI s :
% seventh inning of a baseball game against the Houston Astros on ...
Boston Globe STLtoday com - 318 related articles - Shared by 5+
2011 MFL Mock Draft: All 32 1st Round Picks, Cardinals Will Trade Down
Bleacher Report - 144 related articles

Portrait of Pope John Paul Il from one of last living cardinals to ...

Q
CHMM (blog) - 801 related articles
Cardinal (bird) - Wikipedia, the free encyclopedia 9
The Cardinals or Cardinalidae are a family of passerine birds found in Morth and Sout
America. The South American cardinals in the genus Paroaria are ...
en.wikipedia_org/wiki/Cardinal_(bird) - Cached - Similar

TIMAN

Advanced search

Ads

Related to cardinals birds:

Cardinals Birds

Find Cardinals Birds at Target.
Shop and Save at Target.com.
www target com

Aftract & Feed Cardinals
Cardinals prefer a premium blend!
Use Wild Delight Cardinal Food.
wilddelight_.com

Birds Cardinals

Get Birds Cardinals
Find Birds Cardinals
ask.com

Also try

st louis cardinals
cubs

arizona cardinals
pictures of cardinals

See your ad here »
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Query ambiqguity
cardinals “

Did you mean cardinals as a bird, team or clerical?

» The Official Site of The St. Louis Cardinals | cardinals.com: Homepage & Ad
Headlines, statistics, photograph galleries and general team information.
Active Roster - Single Game - Job Opportunities - Scoreboard
stlouis.cardinals.mlb.com/ - Cached - Similar Cardinals Birds

. . . . Find Cardinals Birds at T. t.
The Official Site of the Arizona Cardinals Q 2 S'ﬁup . g;e‘r‘at'%af;et g
Ofﬁcia| team cita with andin and widan ~lime team nawie danth charte trancactinne ctaticticre . . i )

i e target sense is minority sense; even diversity doesn’t help

Season Sc
WWW_azcar

[

Felated to cardinals birds:

1als
| prefer a premium blend!
Ilen AMIA Nalinht Cardinal Food.

Northe] .
Leanho top documents irrelevant; relevance feedback wont’ help
watch wi

www_all

=S T T T T T

Find Birds Cardinals
News

Boston Globe  STLtoday.com - 318 related articles - Shared by 5+ arizona cardinals
2011 MFL Mock Draft: All 32 15t Round Picks. Cardinals Will Trade Down & pictures of cardinals

Bleacher Report - 144 related articles

. . . See v dh
Puortrait of Pope John Paul Il from one of last living cardinals to ... 2 FEyouragners

CMM (blog) - 801 related articles

Cardinal (bird) - Wikipedia, the free encyclopedia ~. ¢

The Cardinals or Cardinalidae are a family of passerine birds found in Morth and South
America. The South American cardinals in the genus Paroaria are ...
en.wikipedia.orgfwiki/Cardinal_(bird) - Cached - Similar

TIMAN




Sense feedback improves retrieval accuracy

on difficult topics

KL KL-PF SF
MAP | 0.0346 | 0.0744 | 0.0876
AP88-89
P@10 | 0.0824 | 0.1412 | 0.2031
MAP 0.04 0.067 0.073
ROBUST04
P@10 | 0.1527 | 0.1554 | 0.2608
MAP | 0.0473 | 0.0371 | 0.0888
AQUAINT
P@10 | 0.1188 | 0.0813 | 0.2375

* Sense feedback outperforms PRF in terms of MAP and
particularly in terms of Pr@10 (boldface = statistically
significant (p<.05) w.r.t. KL; underline = w.r.t. to KL-PF)
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Rest of the Talk

« Attempts on applying NLP to IR
« Why hasn’t it be successful?
 The future of NLP for IR
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Future of NLP for IR: Challenges

 Grand Challenge: How can we leverage
Imperfect NLP to create definite value for IR?

* Possible Strategies

— Create add-on value: supplement rather than replace
existing IR techniques

— Integrate NLP into a retrieval model (minimize
“disruption”)

— Multi-resolution representation

— Include users into the loop

N —
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NLP for IR Opportunity 1:
long-tail queries
 NLP for query understanding in context
— Query segmentation

— Query parsing
— Query interpretation

— Do all these in the context of search session and user
Interaction history

 NLP for document browsing
— When querying fails, browsing helps
— How to create a multiresolution topic map?

 NLP for interactive search
— How to generate clarification questions?

N — o~
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NLP for IR Opportunity 2:
Beyond Topical Relevance

« Traditional IR work has focused on exclusively
topical relevance

« Real users care about other dimensions of
relevance as well

— Sentiment/Opinion retrieval: find positive opinions about
X

— Readability: find documents with readability level of
elementary school students

— Trustworthiness
— Genre
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NLP for IR Opportunity 3+:
Beyond Search

Search mmm) Information Synthesis mmmm) Task Completion
s, ¢

& Analysis
==
‘ Decision Making
/ Learning

- Information Interpretation
Information Synthesis

§_/ Potentially iterate...

Multiple Searches
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Towards an intelligent knowledge service system

Knowledge Service

Need more NLP for all these!

Decision support

Interpretation

Summarization

Integration
Selection
Ranking
Document  passage Entity Relation ...
Current Search engines Information/Knowledge Units
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Summary

« NLP is the foundation of IR, but keyword
matching is quite powerful

 NLP for IR hasn’t been so successful because
of the focus on document retrieval (narrow
sense of IR)

« Many more opportunities in applying NLP to IR
In the future

— Need to supplement, rather than replace existing IR
techniques

— Aim at more intelligent,interactive knowledge service
system
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Thank You!

Questions/Comments?
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