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Abstract. Natural language understanding module and dialogue man-
agement module are important parts of the spoken dialogue system. They
directly affect the performance of the whole system. This paper proposes
a novel method named action-group finite state transducer (FST) model
to cope with the problem of natural language understanding. This model
can map user utterances to actions, and extract user’s information ac-
cording to the matched string. For dialogue management module, we
propose dynamic Bayesian network (DBN) model. It can reduce the de-
mands for the corpus compared with Markov decision process (MDP)
model. The experiments on the action-group FST model and DBN model
show that they significantly outperform the state-of-the-art approaches.
A set of subjective tests on the whole system demonstrate that our ap-
proaches can satisfy most of the users.

Keywords: spoken dialogue system, natural language understanding,
dialogue management, FST, DBN.

1 Introduction

Spoken dialogue systems abstract a great deal of concern from its appearance in
the 1990s. In the past two decades, spoken dialogue systems developed rapidly.
However, due to the difficulties of natural language understanding and dialogue
management, most spoken dialogue systems still stay in the laboratory stage.

As the prior part of the dialogue management, natural language understanding
plays an important role in spoken dialogue system. In previous studies [1I2], the
user utterance is usually mapped to the system state vector, and the dialogue
strategy depends only on the current system state. Natural language parsing
is relatively simple keyword matching or form filling based on syntax network.
These natural language understanding methods have a poor ability in describing
language, and these mapping methods will lose a wealth of language information
in user utterances.
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As the center of spoken dialogue system, dialogue management has been a
hot academic research area for many years. Early spoken dialogue systems are
entirely designed by experts. The systems usually employ a finite state ma-
chine model [3] including a large number of artificial designed rules. These arti-
ficial rules are written in a very good expression and they describe the specific
applications correctly, but the preparation and improvement of the rules will
become increasingly difficult when the dialogue task becomes complex. In re-
cent years, data-driven based dialogue management model gradually attracts the
researchers’ attention. This kind of dialogue management model obtain knowl-
edge through the annotated dialogue corpus automatically. Dialogue manage-
ment mathematical model based on Markov decision process (MDP) is proposed
in [], and the reinforcement learning (RL) is proposed to learn the model pa-
rameters in the same study. Studies in [5] propose a partially observable MDP
(POMDP) dialogue management model. These models have become hot topics
of the dialogue management approaches since they are proposed.

However, there remain many problems when these models are used in the
actual applications. Firstly, the system uses a reinforcement learning mechanism.
Interaction with the actual users is very time-consuming, and is hard to achieve
the goal. Many systems get the optimal parameters from the interaction with
the virtual users, so there are some difference between the optimal strategy and
the real dialogue. Secondly, the dialogue models obtained by this method lack
of priori knowledge of dialogue, so they are difficult to be controlled.

In this paper we propose the finite state transducer (FST) model to solve
the natural language understanding problem. The FST model maps the user
utterances to user actions, and extracts the attribute-value information in user
utterances. For dialogue management problem, we propose dynamic Bayesian
network (DBN) model. It generates the dialogue strategy not only considering
the system state, but also depending on the user actions.

The paper is organized as follows: the action-group FST model and the de-
tails of using action-group FST model to detect the user actions are presented in
section 2. Section 3 describes the dynamic bayesian network and dialogue man-
agement based on DBN model. Section 4 presents our spoken dialogue system
and the performance of the two modules. Finally, conclusions are presented in
section 5.

2 User Action Detection Based on Action-Group FST

2.1 User Action-Group FST Model

Each utterance corresponds to a single action. We annotate the utterances by
action labels, and mark out the information contained in the utterances. Then we
collect the utterances which have the same action label together to generate an
action-group. We use the “determinize” and “minimize” operation described in
the openFST tools [6] to unite and optimize the action-group FST. Figll] shows
the building process of an action-group FST for a particular action-group.



36 L. Fan et al.

—

v
an action-group
EST

Fig. 1. The building process of action-group FST

utterances with
the same action
lable

optimize

an optimization
action-group FST

It is unrealistic to establish a multiple action-group FST by many action-
groups which are built through dividing all of the daily utterances into different
action groups. In this paper, the proposed action-group FST is only used in
the fields identified by the dialogue scenes. The utterances used for building the
action-group FST are collected in these particular fields.

These utterances are labeled in two stages, the first stage only marks which
action-group the utterances belong to, while the second stage needs to mark out
the information contained in every utterance. We use attribute-value pairs [7]
to describe the information contained in utterances, such as “currency=dollar”.
The purpose of the second-level label is to parse the user utterances automati-
cally according to the string sequence in the FST model that matches the user
utterance properly. If the action-group is labeled according to domain knowledge,
the model will be too sparse, and the portability will be poor. However, it is un-
able to accomplish the dialogue management tasks if the action-group is labeled
based on sentence structure. Therefore, we design the action-group according to
[7]. Table [ lists the major action-groups that we used in our system.

Table 1. Action-group list

Action Description

hello(a=x,b=y) open a dialog and give information a=x, b=y,...
inform(a=x,b=y) give informationa=x, b=y,...
request(a,b=x,...) request value for a given b=x ...
reqalts(a=x,...) request alternative with a=x,. ..
confirm(a=y,b=y,...) explicitly confirm a=x,b=y,...
confreq(a=x,...,d) implicitly confirm a=x,.. and request d
select(a=x,b=y,...)  select either a=x or a=y
affirm(a=x,b=y,...)  affirm and give a=x, b=y,...
negate(a=x) negate and give further info a=x
deny(a=x) deny that a=x

bye() close a dialogue

2.2 User Action Detection Based on Action-Group FST

We hope to find the most similar word sequence as the user utterance in the
action-group FSTs. Then we consider the user utterance belongs to the action-
group where the word sequence is in. In this paper, the edit distance is used to
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measure the degree of similarity between the two word sequences. The decoder’s
work is to find the optimal word sequences’ path in action-group FST that can
make the edit distant minimum.

The most common method used to calculate the edit distance is the Wagner-
Fischer algorithm [§]. This is a string to string edit distance calculation method,
and its core idea is dynamic programming. We improve the Wagner-Fischer
algorithm to compute the edit distance between the string and the network. The
algorithm is also based on the idea of dynamic programming. It calculates the
edit distance between user word string and each node in the FST respectively.
The pseudo-code for this dynamic programming process is shown in Table

Table 2. Improved Wagner-Fischer algorithm

inputs: W is a word string
F is a FST model with M states
Initial: Compute minE Dcost(ng, W)
For each state n; in F', 0 < i <
Compute cost(ni—1,n;)
minE Dcost(ni, W) = min(minE Dcost(ni—1, W) + cost(ni—1,n;))
Output: S is the road that has the least EDcost with W in F

In table 2l minFE Dcost(n;, W) represents the accumulated minimum edit dis-
tance from state 0 to state i and cost(n;_1,n;) represents the increased edit
distance from state ¢ — 1 to state .

When the user utterance matches a string sequence which has the smallest
edit distance with the utterance from an action-group FST, we assume the user
utterance belongs to the action-group. At the same time we can automatically ex-
tract the attribute-value information in user utterance according to the matched
string.

3 Dialogue Management Based on DBN

3.1 DBN

Dynamic Bayesian network (DBN) is a probabilistic graphical model that can
deal with the data with timing characteristics. It is formed by adding time
information in the conventional Bayesian network. In the DBN, the topology of
the network in each time slice is the same. Time slices are connected through a
number of arcs which represent the relationship between the random variables
in different time slices. Fig[2 shows the topology of a DBN model.

Bayesian network learning consists of two categories: parameter learning and
structure learning. Parameter learning is to estimate the conditional probability
distribution of each node by the training data when the network structure is
known. The structure learning, also known as model selection, is to establish
the network topology through training data. Structure learning problem is very
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Fig. 2. The topology of DBN

complex, so we manually define the network structure and mainly consider the
problem of parameter learning in this paper. Under the conditions of a given net-
work structure, parameter learning can be divided into two categories according
to the observability of nodes.

If all nodes can be observed, the model parameters can be obtained directly by
a large number of data samples. However, in most cases the data we collected is
not enough, then the Dirichlet distribution can be used as the prior distribution
of parameters. We update the model through the “evidence” until we get the
ultimate posterior probability parameters. We use the notation B" to represent
the Bayesian network topology, and X = x1,...,x, to represent a set of n
discrete random variables in the network, where each z; has r; possible values
x},x?,...,zl". Then the joint probability distribution of X can be shown as the
following equation:

P(X|05, B") = [ [ P(wilparents(x;), 6:, B") (1)
i=1

where p(z;|parents(x;),0;, B") is the local probability distribution that corre-
sponding with node z;, and 05 = (04,...,0,) is the parameters of the network
model. We assume the training data set D = {di,...,dy} has a total of N
samples, and each sample includes all the observable nodes. Then the Bayesian
network parameter learning problem can be summarized as follows: calculate the
posterior probability distribution P(f,|D, B") when given the data set D. We
get the following equation:

Oijr = P(:Eﬂparentsj (xf), 0;, Bh) (2)

where 0; = ((eijk)2;2)31=1 and ¢; = Hparents(wi) ri. We define 6;; = (0;51,. ..,
0ijr,) and assume that parameter vectors ;; are independent with each other,
then the posterior probability of the model parameters is shown as the following
equation:
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P(0,D, B") = [ [[ p(6:51D. B (3)

i=1j=1

The prior distribution of Parameters 6; is Dirichlet distribution, and then we get
the follow equation:

P(0,;|D, B") = Dir(0;;|aiji + Niji,ije + Nijoy -« oy Qijry + Nijr)  (4)

where Njj;i, is the number of occurrences of z; = x¥ parents(z;) = parents!(z;)
in the data set D, and o, is the number of occurrences of the events in priori,
and a;; = Y ajk, Nij = Y, Niji. Finally, according to equation Bland equation
M we obtain the following equation|9]:

P(X|D,B") =]
=1

aijk + Nijk (5)
@ij + Nij
When there are hidden nodes in the network, the parameters of the model can
be estimated via the EM algorithm. In the E-step the expectations of all nodes
are calculated, while in the M-step these expectations can be seen as observed,
and the system learns new parameters that maximize the likelihood based on
this. After a number of iterations, the system will converge to a local minimum.

3.2 Dialogue Management Based on DBN

In this paper, we do not use the complex state space in the spoken dialogue
system. We just put the user action into the dialogue management model to
affect the dialogue action [I0]. Similarly, we assume that the dialogue process
has the Markov property, and then get the following equation:

P<at‘S§7A§71va) = P(at|staut) (6)

where St, A7™! and U} represent the system state, the system action, and the
user action that from the initial moment to time ¢, respectively. s¢, a;, and wu;
represent the system state, the system action, and the user action at time t. The
DBN model will take the system input at every time into account, so we add
the user action into every time slice in order to make the model depend on the
user action. The system action at time ¢ depends on the system state s; and the
current user action u;. Meanwhile, the current user action u; as a system input
also directly affects the system state s;. We retain the transfer connection arc
between the states in adjacent time slices. The DBN model structure described
above is shown in Fig[3l

According to the above description, the DBN model consists of four parts:
the system state space S, system dialogue action space A, the DBN network
topology B and the user action space U. We collect a series of dialogue corpus
as “evidence” to learn the model parameters and infer the optimal system action.

If the system state vector s; is observable, we can update s; according to
the attribute-value information that extracted by the action-group FST model.
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Then we can estimate the model parameters directly from the data according to
the parameter learning method described in section 3.1. To inference the system
action, we directly calculate the joint conditional probability distribution of the
system action under the conditions of the system state vector s and user action
vector u, and take the maximum probability of action as the current system
action. This idea is described by the following equation:

Gy = argmax P(a;|s¢, ut) (7)
a; €A
If the system state vector is unobservable, we have to use the EM algorithm to
estimate model parameters from the “evidence”. The current system action is
calculated by the following equation:

a; = argmax P(a;|uy)
a; €A

= argmaXZP(ai\ut, S = s;)P(S = s|ut)
k

a; €A

®)

4 System Structure and Experimental Results

The previous content describes the modeling method of natural language under-
standing module and the dialogue management module. This section presents
the overall design of the spoken dialogue system, and provides several experi-
ments to verify the performance of each module. Finally, the experimental results
are analyzed.

4.1 Overall Structure of the Spoken Dialogue Systems

A typical spoken dialogue system not only includes the natural language under-
standing (NLU) module and the dialogue management (DM) module, but also
contains the automatic speech recognition (ASR) module, the text to speech
(TTS) module, and the natural language generation (NLG) module. For the
spoken dialogue system in particular scene, it also contains a database or net-
work database for inquiry. Our spoken dialogue system structure is shown in
Fighl
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Fig. 4. The structure of our spoken dialogue system

The implementation of the ASR module and the TTS module in Fig.4 uses
the open source HTK tools [I1] while the NLG module uses template filling [3]
method. We use mysql to bulid the database and use query to build communi-
cation between the database and DM module. The NLU module and dialogue
strategy in the shaded blocks are the focus of our studies. This system receives
the user voice x, and uses the ASR module to convert it to the text sequence
w. Then the action-group FST model in the NLU module maps the word se-
quence w to the user action u and attribute-value information k. The dialogue
management module has two functions: to maintain the system state and to
give the dialogue strategy. We use form filling method to represent the system
state [I]. The dialogue management module uses the attribute-value information
k to update the system state s, and then uses the DBN model to calculate the
dialogue strategy based on the system state s and the user action u. If a user re-
quests for information, the dialogue management module needs to interact with
the database to query information ¢. Then the dialogue management module
sends the system action a and the information ¢ to the NLG module where the
information will be integrated into the response text m. Finally, the synthetical
voice y generated by the TTS module is passed to the user.

4.2 Experimental Results

Experiments on Action-Group FST Model. In this section, we will present
the action-group FST model built by openFST toolkit. The annotated data
is divided into the training and testing set. The training set consists of 100
dialogues, with a total of 671 rounds data, while the attribute-value pairs in
user words are 846. The testing set consists of 20 dialogues, with a total of 138
rounds data, while the attribute-value pairs in the user words are 185. In the
annotating process, words that cannot be listed have an alternative, such as
the amount of money in the currency exchange scene is replaced by “amount”.
We use the classification accuracy of user action and the precision, recall and
F-measure of the attribute-value pairs in user utterance to evaluate the action-
group FST model.

The experiments are divided into two groups. We test the effect of the action-
group FST model and the traditional keyword matching respectively. The rules
of keyword matching method are studied from the training set only, and they
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are used to identify user action and extract user information. The results are
shown in Table [3

Table 3. The performance of action-group FST Model

classification attribute-value pairs extraction

precision precision recall F-measure
action-group FST model 92.75% 92.05% 87.57%  89.75%
keyword matching 90.58% 96.25% 83.24%  89.27%

The experimental results prove that the action-group FST model outperforms
the keyword matching method. The keyword matching method has better preci-
sion, but its recall is worse than that of the action-group FST model. The overall
effect of the action-group FST model has a slight improvement compared with
the manual keyword matching method. However, the keyword matching method
needs experts to spend much time to write the rules, and this work will become
very difficult when the amount of data increases. The action-group FST model
will perform better if the amount of data increases, and it has good portability.
In summary, the action-group FST model has more advantages.

Experiments on DBN Model. This section presents the DBN model built
by the BNT toolkit [12]. The annotated data is also divided into the training
and testing set, and the data size is the same as described above.

In the training phase, 671 rounds of dialogue data are sent to the DBN model
by sequence to estimate the model parameters. The priori parameters of the
initial model are obtained by the Dirichlet distribution. In the testing phase, we
send the user utterances to the DBN model by their sequence in the dialog. The
difference between the system output action and real data is recoded. When the
system generates a wrong action, we send the user utterance by sequence just
as there is not any error. Finally, we use the precision of the system output to
evaluate the performance of the DBN model.

In this section, we test the DBN model and the MDP model separately, and
the experiments on the DBN model are divided into three groups. We assume all
nodes in the DBN model are observable in the first experiment. Therefore, there
are three variables in the training data. They are the user action, the system
state and the system action. The testing data include only the user action and
the system state, and the DBN model infers the most suitable system output
action according to these two variables. In the second experiment, we set the
system state in the previous time slice as evidence both for training and testing.
Therefore, the DBN model infers the most suitable system output action based
on three variables. We hide the system state in the third experiment. Therefore,
there are only the user action and the system action in the training data. We use
EM algorithm to estimate the parameters of the DBN model and the DBN model
infers the most suitable system output action based only on the user action.
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Table 4. The performance of DBN model

DBN MDP
P(at\st,ut) P(at\st_l, st,ut) P(at|ut) P(at|st,ut)
precision 90.58% 89.13% 88.41% 81.88%

Table @ shows the results of these experiments. The last experimental result in
Tabledlis obtained by the MDP model [4] on the same data set described above.
In the training phase, the award value of each step is set to —1. If the dialogue
ends with satisfaction, then the system rewards 20 for the whole dialogue. There
are about 10 rounds in each dialogue, so the whole dialogue gets a positive
award sum if the dialogue ends with satisfaction, otherwise it gets a negative
award sum. The final jump probability is obtained according to the normalized
award value.

From the results shown in Table @, we can see that the DBN model in the
first experiment outperforms the model in the second experiment. This proves
that the simple DBN model performs better than the complex model in short
dialogue. In the third experiment, the performance degrades significantly when
the system state is hidden. This means the system state is very important for
DBN model. In related work [7], more complex method is used to describe and
maintain the system state, which is consistent with our experimental results. In
addition, the performance of the MDP model is poor. This is probably because
the MDP model is to get the global award maximum while the DBN model is
to seek a single round of local optimal. In the case of limited training data, it
is difficult to get the optimal solution for the MDP model. This conclusion is
consistent with the related work in [4].

4.3 The Overall Performance of Our Spoken Dialogue System

Natural language understanding and dialogue management, as two of the most
important modules in spoken dialogue systems, have good performance sep-
arately through the action-group FST model and the DBN model. However, a
conclusion concerning the performance of the whole system cannot be drawn eas-
ily through these results. A subjective experiment on our overall system proves
that the system can basically meet user’s needs. A survey of the user of our sys-
tem is shown in Table Bl The results show that the performance of the system is
related to the users, and researchers’ test results are much better than those of
the other users. The main reasons for the errors are that the user utterances is
beyond the training data, and ordinary users are more likely to say words outside
the training set. Fig[l is an instance of the spoken dialogue system interaction
with human in a currency exchange scene.

5 Conclusion

This paper focuses on the natural language understanding and dialogue manage-
ment in spoken dialogue system. To cope with these tow problems, we propose
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Fig. 5. An instance of our spoken dialogue system

Table 5. A user survey of the spoken dialogue system

user types total dialogues end
dialogues  with satisfaction
researcher 30 27
ordinary user 30 22

the action-group FST model and the DBN model. The advantages of these two
models include: (1) the model can work on a small-scale data set, while the
model will perform better on a large-scale data set; (2) these two models have
good portability because there is little artificial work in model designing.

Although the action-group FST model and DBN model show good perfor-
mance in some specific fields of spoken dialogue systems, there remains much
to improve. If the concept of word similarity is added into the action-group
FST model, the edit distance calculation results of the synonyms will be a deci-
mal. Then the action-group FST model can perform better when matching user
utterances. In addition, the form filling method used for representing the sys-
tem state cannot meet the system’s needs when the system becomes complex.
Furthermore, the DBN structure design and parameter learning will be more
complex when the system state becomes a high-dimensional vector. These issues
will be addressed in future work.
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