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Abstract. Text summarization aims at getting the most important content in a 
condensed form from a given document while retains the semantic information 
of the text to a large extent. It is considered to be an effective way of tackling 
information overload. There exist lots of text summarization approaches which 
are based on Latent Semantic Analysis (LSA). However, none of the previous 
methods consider the term description of the topic. In this paper, we propose a 
comprehensive LSA-based text summarization algorithm that combines term 
description with sentence description for each topic. We also put forward a new 
way to create the term by sentence matrix. The effectiveness of our method  
is proved by experimental results. On the summarization performance, our  
approach obtains higher ROUGE scores than several well known methods. 

Keywords: Text Summarization, Latent Semantic Analysis, Singular Value 
Decomposition. 

1 Introduction 

The widespread use of the Internet has dramatically increased the amount of accessi-
ble information and it becomes difficult for users to sift through the multitude of 
sources to find out the right document. With the help of search engine, the majority of 
irrelevant documents are filtered out, however, users still hesitate to determine which 
particular search result should navigate to. Automated summarizing system can be 
used as an instrument for deciding whether a document is related to their needs. 

The summary of a document is defined as: a text that is produced from the docu-
ment that conveys important information in the original text, and that is no longer 
than half of the original text and usually significantly less than that [1].  

Automatically generating the summary of a document has long been studied since 
1950s and it is still a research hotpot until now [2, 3, 4]. One of the most famous ap-
proaches is using LSA [5, 6, 7, 8, 9, 10] to get the ideal summary.  

The foundational work that uses LSA for text summarization selects one sentence 
for each topic according to topic importance [6]. The work in [7] starts with calcula-
tion of the length of each sentence vector and then chooses the longest sentences as 
the summary. In the work [9], the length strategy proposed in [7] is improved and a 
cross method is proposed. In [8], for each topic, the number of sentences to be col-
lected is determined by getting the percentage of the related singular values over the 
sum of all singular values.  
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However, there are some disadvantages of the previous algorithms. The main 
drawback is that sentences that are closely related to the chosen topic somehow but do 
not have the highest index value will not be selected. Also, all chosen topics are com-
posed of only one sentence [6], whereas the single sentence fails to fully express the 
topic. The length strategy [7, 9] requires a method of deciding how many LSA dimen-
sions to include in the latent space. For the work in [8], if there is a wide gap between 
the current singular value and the next one, then there is little chance to include the 
topics whose corresponding singular values are less than the current one. 

In our work, we propose a comprehensive method that combines term description 
with sentence description for each topic. We endeavor to select a set of sentences that 
not only have the best representation of the topic but also include the terms that can 
best represent this topic. Also, in order to utilize the mutual reinforcement between 
neighbor sentences, we put forward a new way to create the term by sentence matrix.  

This paper is organized as follows: in Section 2, we introduce LSA briefly.  
Section 3 progresses to present our method in detail. In Section 4, the effectiveness of  
our method is confirmed by experimental results. Finally, we conclude this paper in 
Section 5.  

2 Latent Semantic Analysis 

LSA uses Singular Value Decomposition (SVD) to find out the semantic meaning of 
sentences. The SVD of a matrix A with the dimension of m×n (m>n) can be defined 
as: TVUA Σ= , where  ],,,[ 21 nuuuU =  is an m×n column-orthogonal matrix 

whose left singular vector ui is an m-dimensional column vector, 
],,,[ 21 nvvvV =   is an n×n column-orthogonal matrix whose right singular vec-

tor vj is an n-dimensional column vector. ),( ,2,1 ndiag σσσ=Σ is an n×n di-

agonal matrix whose diagonal elements are non-negative singular values sorted in 
descending order. 

From semantic perspective, we assume that SVD generates the concept dimension 
[11]. Each triplet (left singular vector and right singular vector) can be viewed as 
representing such a concept, the magnitude of its singular value represents the degree 
of importance of this concept. 

3 Text Summarization Based on Latent Semantic Analysis 

3.1 Document Analysis  

This step contains two tasks: Document Representation and Singular Value Decom-
position. First, each document needs to be represented by a matrix. The matrix is con-
structed by terms (words with stop words eliminated) that occurred in the document 
representing rows and sentences of the document representing columns, thus it is 
called term by sentence matrix. For a text with m terms and n sentences where with-
out loss of generality m>n, it can be represented by 

nmijaA ×= ][ . The cell aij can be 
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filled out with different approaches. We will elaborate on the weighting schemes in 
section 4. 

Once the term by sentence matrix is constructed, SVD will be employed to break it 
into three parts: U, ∑ and VT. Based on the discussion in section 2, we take U as 
term by concept matrix, VT as concept by sentence matrix while the magnitude of 
singular values in ∑ suggests the degree of importance of the concepts. 

3.2 Sentence Selection  

As with [6], a concept can be represented by the sentence that has the largest index 
value in the corresponding right singular vector, we make another hypothesis: a  
concept can also be represented by a few of terms, and these terms should have the 
largest index values in the corresponding left singular vector. The two forms of de-
scription of a concept are called sentence description and term description. Here each 
concept is treated as an independent topic. 

Since sentences are composed of terms, it is hoped that the most representative 
sentences of the current concept should include the terms that best represent this con-
cept. Therefore, each topic in the summary can be reconstructed by selecting sen-
tences according to the magnitude of the index values in the right singular vector until 
a few of most representative terms that have the largest index values in the left singu-
lar vector are fully included. 

The process of selecting summary sentences can be illustrated as follows.  

─ Formulation. For a document D with m terms and n sentences, suppose termi 
(1≤i≤m) denotes the i-th term, and sentj (1≤j≤n) denotes the j-th sentence, then 
D={sent1, sent2,…, sentn }. M is the maximum number of sentences to be selected, 
k is the number of concepts that can be selected and Nk is the number of sentences 
for the k-th concept, k and Nk are initialized to 1 and 0 respectively. Let set S con-
tain the summary sentences and initialize S to null.  

─ Sentence Selection and Term Selection. While |S|<M, for the k-th concept, select 
the sentence that has the largest index value from the k-th right singular vector vk . 
Get l that l satisfies vkl=Argmax(vki), include the l-th sentence sentl into S and de-
lete the l-th element vil for vi (1≤i≤n), update VT and increase Nk. Then select three 
terms ukp, ukq, uks that are represented by the Top3 largest index values from the k-
th left singular vector uk , and let set T={termp, termq, terms}.  

─ Combination. Delete terms that appear both in T and sentl  from T. While T is not 
null, if Nk<3 and |S|<M, continue to select sentences for this concept, update VT and 
T, increase Nk, else set T to null. Then increase k and begin to select sentences for 
the next concept. 

Based on the above discussion, we give the formal description of our Sentence Se-
lection method in Algorithm 1. 
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Algorithm 1. Sentence Selection based on LSA 
Input: Document D, Matrix U, Matrix VT, M 
Output: Set S 
1 Initialize S=ϕ, k=1 
2 while |S|<M 
3  get l in vk, S=S ∪{ sentl }, update VT, Nk =1  
4  get p, q, s in uk, T={ termp, termq, terms } 
5  T0=T ∩sentl, T=T-T0 
6  while (T≠ϕ) 
7   if (Nk<3 and |S|<M)  
8    get l in vk, S=S ∪{ sentl }, update VT, Nk = Nk +1 
9    T0=T ∩sentl, T=T-T0 
10   else T=ϕ 
11  end while 
12  k=k+1 
13 end while 
14 Return S 

4 Experiments and Evaluation 

4.1 Weighting Schemes 

In order to elaborate on the weighting schemes, we define: 

 )()(*)( ijijijij tNtGtLa += , (1) 

where L(tij) is the Local Weight for termi in sentj, G(tij) is the Global Weight for termi 
in the whole document, N(tij) is the Neighbor Weight of termi in sentj . 

In the following, we use tfij denotes the number of times that termi occurs in sentj , 
tfmax denotes the frequency of the most frequently occurring term in sentj , n is the total 
number of sentences, ni is the number of sentences that contain termi , gfi is the num-
ber of times that termi occurs in the whole document.. 

For Local Weight, we choose to use the following four alternative strategies: 

 Binary Representation (BR): If termi appears in sentj, 1)( =ijtL , otherwise 0. 

 Term Frequency (TF): 
ijij tftL =)(  . 

 Augment weight (AW):  )/(*5.05.0)( maxtftftL ijij += . 

 Logarithm Weight (LW):  )1log()( ijij tftL += . 

For Global Weight, possible weighting schemes can be: 
 No Global Weight (NG): 1)( =ijtG  . 

 Inverse Sentence Frequency (ISF): )/log(1)( iij nntG +=  . 
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 Entropy Frequency (EF): ∑+=
j

ijij
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p = . 

In order to make use of terms that occur in the neighbor sentences, we put forward 
the concept of Neighbor Weight and define Neighbor Weight as

)](*)()(*)([)( 1,1,1,1, ++−− += jijijijiij tGtLtGtLtN λ , where λ is a parameter 

which we will explore in the following experiments. So in the weighting schemes, we 
may add Neighbor Weight (AN) or just let Neighbor weight equals to 0 (NN). 

Neighbor Weight is added mainly by the following three notable considerations: 
(1) Neighbor sentences can be affected by each other thus form clusters to make the 
topics more convince. (2) It helps to resolve anaphora resolution, since most of the 
time a pronoun and what it demonstrates appear in the adjacent sentences. (3) With 
neighbor weight added, it helps to resolve the issue of data sparsity. 

4.2 Datasets and Evaluation Methods 

The datasets that are used for the evaluation of our LSA-based summarization ap-
proach are DUC2002 dataset and DUC2004 dataset1. DUC2002 dataset contains 567 
documents, each document is provided with two 100-word human summaries. The 
dataset of DUC2004 includes 5 tasks, while in our work, we only use task 2. In this 
task, documents are clustered into 50 topics of 10 documents each.  

Two kinds of  metrics that F score and ROUGE toolkit [12] are adopted.  
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where Scand denotes the candidate summary and Sref denotes the reference summary, n 
stands for the length of the n-gram, Count(gramn) is the number of n-grams in the 
reference summaries, Countmatch(gramn) is the maximum number of n-grams co-
occurring in a candidate summary and the reference summaries.  

In our experiments, Longest Common Subsequence ROUGE-L together with 
ROUGE-SU4 [12] are also being used. 

4.3 Experimental Results and Analysis 

First, in order to compare the different weighting schemes we conduct experiments on 
DUC2002 dataset. We set λ in the Neighbor Weight to 0.5 initially.    
 

                                                           
1 http://www-nlpir.nist.gov/projects/duc/data.html 
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(c)                                     (d)   

Fig. 1. Comparison of different weighting schemes (Local Weight*Global Weight +Neighbor 
Weight) for (a) F-1 score, (b) ROUGE-1, (c) ROUGE-2 and (d) ROUGE-L 

From Figure 1 we can tell: the best combination of Local Weight and Global 
Weight is BR*EF, it performs better than other combinations at large. With Neighbor 
Weight added, nearly the results of all combinations acquire an improvement. 

 

0.3

0.35

0.4

0.45

0.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NN
AN

  
0.3

0.35

0.4

0.45

0.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NN
AN

 
                (a)                                      (b)   

0.2

0.22

0.24

0.26

0.28

0.3

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NN
AN

  
0.3

0.35

0.4

0.45

0.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NN
AN

 
                 (c)                                      (d)   

Fig. 2. Relationship between λ and (a) F-1 score, (b) ROUGE-1, (c) ROUGE-2 and (d) 
ROUGE-L 

We apply the weighting scheme of BR*EF+AN in our experiments to show the 
impact that λ makes on the performance and get Figure 2. 
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In Figure 2, x-axis denotes the range of λ from 0 to 1, y-axis denotes the corres-
ponding metrics value. From this figure, we can tell: with the Neighbor Weight add-
ed, the corresponding metric value increases firstly and then decreases with the raise 
of λ. Generally it is beneficial for λ in a small interval between 0 and 0.5. In order to 
get the most satisfying performance, we assign 0.25 to λ to make a compromise. 

In the following, we take the weighting scheme of BR*EF+AN, and set the  
parameter λ in the Neighbor Weight to 0.25 to conduct experiments on DUC2002 
dataset and DUC2004 dataset. Four LSA-based methods: GLLSA [6], SJLSA [7], 
MRCLSA [8] and OCALSA [9] together with three other latest models: DSDR-non 
[13], SATS [14] and MCMR [15] are adopted for comparison with our method. The 
ROUGE metrics of ROUGE-1(R-1), ROUGE-2 (R-2), ROUGE-SU4 (SU4) and 
ROUGE-L (R-L) are used for evaluation. 

Table 1 shows different ROUGE scores on DUC2002 dataset and DUC2004 data-
set. It can be observed that our LSA-based method achieves higher ROUGE scores 
and outperforms the other ones. As seen from this table, on DUC2002 dataset, 
ROUGE-1 score of our method is close to DUC-best, the scores of other three metrics 
are competitive with the DUC-best. On DUC2004 dataset, the scores of ROUGE-1, 
ROUGE-2 and ROUGE-SU4 of our method are higher than the DUC best. More im-
portantly, our approach, nearly in terms of all ROUGE scores, outperforms the other 
methods that are based on LSA and is better than the three other latest modes. 

Table 1. ROUGE results on datasets of DUC2002 and DUC2004 

Algorithm     DUC2002 dataset     DUC2004 dataset 
R-1 R-2 SU4 R-L R-1 R-2 SU4 R-L 

Baseline 0.411 0.211 0.166 0.375 0.221 0.064 0.102 0.117 
DUC-best 0.498 0.252 0.284 0.468 0.382 0.092 0.132 0.387 
GLLSA 0.432 0.174 0.137 0.352 0.341 0.065 0.120 0.350 
SJLSA 0.410 0.207 0.158 0.382 0.356 0.064 0.138 0.347 
MRCLSA 0.408 0.205 0.161 0.371 0.364 0.055 0.119 0.327 
OCALSA 0.358 0.179 0.144 0.331 0.205 0.045 0.100 0.337 
DSDR-non 0.466 0.267 0.138 0.352 0.385 0.098 0.118 0.329 
SATS 0.448 0.209 0.164 0.374 0.295 0.076 0.124 0.354 
MCMR 0.422 0.240 0.165 0.395 0.391 0.072 0.126 0.348 
Ours 0.472 0.261 0.170 0.423 0.384 0.097 0.137 0.355 

5 Conclusion 

In this paper, we propose an improved LSA-based summarization algorithm that 
combines term description with sentence description for each topic. We select three 
sentences at most for each topic and the sentences selected not only have the best 
representation of the topic but also include the terms that can best represent this topic. 
We also put forward the concept of Neighbor Weight and propose a novel way that 
tries to utilize the mutual reinforcement between neighbor sentences to create the term 
by sentence matrix. Experimental results prove that our method achieve higher 
ROUGE scores than several well known methods. 
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