Task Definition for Large Scale Text Categorization at NLPCC 2014

1. Overview

The main goal for the Large Scale Hierarchical Text Categorization Evaluation at NLPCC 2014 is to
prompt research in and to evaluate the current development of techniques in automatically
categorizing text documents into a predefined taxonomy.

2. The Task

In this Text Categorization task, given a news document and a predefined hierarchy of categories with a
depth of 2, a system is required to provide the 1Ds of the categories which this document belongs to.
Note that a document may have more than one category ID, and this year, we will assume that each
document can be labeled with up to 2 category IDs and participant systems should sort multiple IDs in
descending order with respect to their confidence scores.

3. Data

In this evaluation, we use the Classification and Code of News in Chinese (CCNC) as the predefined
hierarchy of categories, which will be available along with the training data from the NLPCC 2014
website in late April. This hierarchy of categories consists of at most 5 levels of subdivisions,
specifically, which includes 24 main entries and 367 entries in the first and the second levels,
respectively. This year, we will focus on the top two levels only.

The text document corpus used in this task includes about 30,000 news articles in Chinese with careful
annotations and is kindly provided by courtesy of the Xinhua News Agency. An example document
with category annotation in XML format is:

<doc id="1">
<title>1F /R 4F. 2h L RFIRIE L 3K o7 10 0 £ R L <title>
<content ># 4L M FEI 2 A 26 BAKF £ & (GLHRMEAR) Z2HPRRERE,
WRA AR DR R 1REFIRIE LK 2014 F oM Rk R 2 8. &
P, R A BRI Z AT 3 ke, FLAFRFREE ARKMFILZELGR
&, MR AR N 2000 SRR AL G BT R, B, SWRBERFFFEIEN LS
W ETOAANTLZRAY KB TR L. ... </content>
<cenc_cat id =“17>39.14</ccenc_cat>
<cenc_label id =“1">4K F |4k F % </ccnc_label>

</doc>

In this example, the news article talks about the nominations of the Laureus Sports Word Awards 2014.
The associated CCNC category annotation 39.14 means that this news article should be classified into

RFH (Sports, category code: 39) in the first level and &% % (Sports Award, category code: 39.14) in
the second level.



4. Scoring Metric

In this evaluation, we will use the macro mean of precision, recall, F1 score, in both the first and
second level, to evaluate a text categorization system.

Precision of the category j is defined as:
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where correct; is the number of documents correctly classified as category j, predict; is the total number
of documents which are classified as category j by the system.

Recall of the category j is defined as:
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where correct; is the number of documents correctly classified as category j, true; is the total number of

documents whose true category is j.

F1 score of category j is the harmonic mean of precision and recall of category j :
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The macro precision and recall are the arithmetic means of the precisions and recalls of all categories:

n

_1¢ _1
MacroP—F;Pj and MacroR—n—j:ZlRj

where n is the number of documents in the dataset.

The macro F1 score is the harmonic mean of the macro precision and the macro recall:
MacroF 1= MacroPx MacroRx 2

MacroP+MacroR

Note that for items with multiple categories, we will only use the one with the highest confidence to
compute the precision, recall and F1 score.

5. Submission

Each submission should be formulated as the following form:

id team-tag run-tag doc-id cat-id ccne-cat
1 TeamXYZ  XYZ-1 xhn-1 1 01.17
2 TeamXYZ  XYZ-1 xhn-2 1 11.21
3 TeamXYZ  XYZ-1 xhn-4 1 21.16
4 TeamXYZ  XYZ-1 xhn-4 2 35.01

Each row will correspond to a news article, with fields corresponding to the result id, team id, system
id, document id, category id and the CCNC category, separated by the \tab symbol.






