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Abstract. On account of the characteristics of online Chinese-Vietnamese topic 
detection, we propose a Chinese-Vietnamese bilingual topic model based on the 
Recurrent Chinese Restaurant Process and integrated with event elements. First, 
the event elements, including the characters, the place and the time, will be ex-
tracted from the new dynamic bilingual news texts. Then the word pairs are 
tagged and aligned from the bilingual news and comments. Both the event ele-
ments and the aligned words are integrated into RCRP algorithm to construct 
the proposed bilingual topic detection model. Finally, we use the model to de-
termine if the new documents will be grouped into a new category or classified 
into the existing categories, as a result, to detect a topic. Through the contrast 
experiment, the proposed model achieves a good effect on topic detection.   
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1 Introduction 

Vietnam is closely connected with China so that to timely and accurately detect Chi-
nese-Vietnamese bilingual topic trend is of great significance to enhance the commu-
nication and cooperation between both sides. On monolingual topic detection,a large 
number of research has been done at home and abroad. Considering of the elements of 
news,Wang extracted the name entities and integrated them into LDA model to track 
a series of related news[1]. On bilingual topic detection, De Smet W. proposed an 
intermediate LDA model of English and Dutch,which were trained from English-
Dutch word pairs of Wikipedia[2].Ni,et al,proposed a cross language  classification 
model by minging multilingual topics from Wikipedia page and data[3].Considering 
of the dynamic topic detection,Ahmed integerated RCRP algorithm with LDA model 
according to the temporal of the news,which gained good effect[4-6].   

Online Chinese-Vietnamese topic detection is to analysis the dynamic growing bi-
lingual news text.Hence According to the characteristics of news,we need to combine 
the key elements of an event of who,when and where and analysis the text relevance 
by the constructed entities,eg.who,when and where;Also it should timely acquire the 
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growing mixed bilingual news data and be able to analysis the data dynamical-
ly;Bilingual news has the characteristic of cross-language and we need reduce the 
error from direct translation. The core of the RCRP algorithm is a nonparametric 
Bayesian method,using the prior parameters of this time to estimate parameters of 
next period,from which can provide a dynamic anlysis in constant periods.RCRP has 
been a periodic and nonparametric evolving clustering method, which can file a new 
document into the existing cluster according to a prior probability. Meanwhile it is 
featured with the unfixed number of clusters and can get a cluster at any time based 
on a specific probability,which accord with the characteristic of the topic of randomly 
generated and developing,extincting with time[5-6]. Hence that according to the  
characteristics of online bilingual topic detection and the advantage of RCRP,we try 
to exploit a model based on RCRP algorithm,which integrates the temporal informa-
tion, the entities and bilingual aligned words to solve the topic detection problem. 

2 Online Bilingual LDA Integrated with Event Elements 

2.1 To Integrate Time Series with RCRP  

As a special case in the Dirichlet process, the recurrent Chinese restaurant process is 
on the basis of the LDA model[5-6] and according to the Markov Assumption, as-
sume the parameters ߙ௧|ߙ௧ିଵ~ܰሺߙ௧ିଵ, ሻܫଶߜ  and ߚ௧|ߚ௧ିଵ~ܰሺߚ௧ିଵ, ሻܫଶߜ ,instead of 
assuming that α and β would remain unchanged at any point of time within a certain 
time frame.  

Fig. 1. RCRP algorithm graghical model  

For time ݐ ∈ ሼ1,2, … , ܶሽ 
(a) Get ݏ௧ௗ by ݏ௧ௗ|ݏଵ:௧ିଵ,  ௧,ଵ:ௗିଵݏ
(b) If ݏ௧ௗ is a new storyline get ߚ௦|ߚ  
(c) Get ݓௗ~ߚ for news text di 

2.2 To Integrate Event Elements 

After an event has happened, various reports about this event will be made from every 
aspect. Although the words used and the opinions expressed in each report are differ-
ent, a consensus is always reached on the key questions connected to the event. In 
fact, all of the event elements such as the time and entities including the name of the 
person, the name of the place and the name of the organization have become an im-
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portant approach for the differentiation of news topics with different plots,which will 
be extracted from the news text. 

In LDA model[7], the topic distribution in a document is subject to the wording 
condition and obtained through the calculation of the word frequency. But some 
words are useless or even bring deviation  for topic detection.Therefore it’s necessary 
to use the entities as the label information for the detection work. 

2.3 To Integrate Aligned Bilingual Event Arguments 

Huge work has been done on the fields of  bilingual entity translation[8],word align-
ment[9] and cross-language entity linking[10].With the methods of these work and 
through the Chinese-Vietnamese page from Wikipedia, it’s possible to get the compa-
rable corpus. For word-to-word translation from Chinese ௦ܸ to Vietnamese ௧ܸ with ݉ defined as (ݒ௦, ௦ݒ ௧) andݒ ∈ ௦ܸ, ௧ݒ ∈ ௧ܸ. And it’s applicable to utilize the ontolo-
gy-based event knowledge base to calculate the semantic similarity between the 
nouns, the verbs and the entities in the bilingual documents, selecting those pairs with 
high similarity as the collection of synonym pairs, ݉. Meanwhile with the applica-
tion of the alignment method for the bilingual event elements contained in the news, 
the aligned elements will be obtained from the bilingual pages to constitute the collec-
tion of aligned bilingual event arguments, ݉ா.The total collection ݉ ൌ  ݉  ݉  ா,which is inputed into LDA to construct a bilingual topic model.We train Chinese݉
and Vietnamsese data separately to get each posterior parameter ߛ and ߨ,and get a 
joint distribution by the collection m.  

2.4 The Proposed Online Bilingual LDA Integrated with Event Elements 

As shown in Fig.2., it is probabilistic graphical model constructed for the Chinese-
Vietnamese topics. 
 

 

Fig. 2. Online bilingual LDA integrated with event elements 
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We use Gibbs Sampling to train the model using the joint distribution of bilingual 
information.The joint distribution is gotten from the algorithm below. 

(a) Setting the topic number is K; 
(b) Setting the parameter α0 and ߶ ; 
Sampling K times ݐ݈݄݁ܿ݅ݎ݅ܦ~ߛሺ߶ሻ 
Sampling K times ݐ݈݄݁ܿ݅ݎ݅ܦ~ߨሺ߶ሻ 

(3) For each ݀ ∈ ሼ݀ଵ, … , ݀௧ሽ 
Sampling ݐ݈݄݁ܿ݅ݎ݅ܦ~ߩሺߙሻ 

(4) Draw the story indicator: ݏ௧ௗ|ݏଵ:௧ିଵ, ,ሺγܴܲܥܴ~௧,ଵ:ௗିଵݏ ,ߣ Δሻ 
(5) If ݏ௧ௗ is a new story, 
Sampling K times over aligned words ߚ௦௪~ݐ݈݄݁ܿ݅ݎ݅ܦሺߚሻ 
Sampling K times over entities Ω௦௪~ݐ݈݄݁ܿ݅ݎ݅ܦሺΩሻ 
Sampling K times over entities ߠ௦௪~ݐ݈݄݁ܿ݅ݎ݅ܦሺߙሻ 
Topic proportions ߠ௧ௗ~ݐ݈݄݁ܿ݅ݎ݅ܦሺߠ௦௧ௗሻ 
Entities ݁௧ௗ~݈ܽ݅݉ܽ݊݅ݐ݈ݑܯሺΩ௦௧ௗሻ 

Through the calculation of the posterior probability, ܲሺݖଵ:்,  ଵ:்ሻ, we shallݔ|்:ଵݏ
manage to realize the Chinese-Vietnamese topic detection with ݖ௧, ,௧ݏ  ௧ representingݔ
separately the subject marker, the topic marker and the bag of words, which consists 
of the event elements ݓ௧ௗାଵ that cover the aligned bilingual entity ݁௧ௗ and the time 

etc. in the time slot of t . In a new document corresponding to the event s, the proba-
bility based on which ݔ௧ will be assigned with the ith topic among the existing K-1 
topics within the time of t is shown as below: 

ܲሺݖ௧ௗ ൌ ,௧௦ି௧ௗݏ௧ௗหݖ ,௧ௗݔ ሻݐݏ݁ݎ ൌ ష ା ೞషశഀೞ.షశഀሺ಼శభሻ.ష ାଵ ೣାథబ.ାథబௐ                (1) 

Herein, ܥ௧ௗି  refers to the number of the topics without the ith topic in the docu-

ment d at the time, t. ܥ௦ି represents the number of the topics corresponding to the 

event s without the ith topic, while ܥ௫௧ି  stands for the number of the topics covered 

with the word x without the ith topic. ݅݀ݐܥ=݅−.݀ݐܥ−݅,s.−݅=(2)                   ݔ݅ܥ=.݅ܥ,݅−݅ݏܥ 

For the model we propose, ܲሺݏ௧ௗหݏ௧ି∆:௧ି௧ௗ , ,௧ௗݔ ሻݐݏ݁ݎ ൌܲሺݏ௧ௗหݏ௧ି∆:௧ି௧ௗ ሻܲሺݏ௧ௗหݏ௧ି∆:௧ି௧ௗ , ,௧ௗݏ|௧ௗݖሻܲሺݐݏ݁ݎ ,௧ௗݏ|ሻܲሺ݁௧ௗݐݏ݁ݎ ,௧ௗݏ|௧ௗାଵݓሻܲሺݐݏ݁ݎ  ሻ       (3)ݐݏ݁ݎ

Where rest denotes all other hidden variables not including ݖ௧, ,௧ݏ  .௧ݔ

The posterior probability, P is computed using the chain rule as follows:   
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ܲሺݖଵ:், ଵ:்ሻݔ|்:ଵݏ ൌ ∏ ܲ൫ݖ௧ௗหݏ௧ௗ ൌ ,ݏ ,௧ௗି௧ௗݖ ൯ୀଵݐݏ݁ݎ               (4) 

3 Experiments and Analysises 

3.1 Evaluation Index 

Regarding the clustering performance, generally tests have been conducted and the 
detection error cost, ܥௗ௧ has been applied to evaluate the effect and performance of 
the algorithm. Consisting of the miss rate ܲ௦௦ of the model and the false detecting 
rate, ܲ, ܥௗ௧  has been considered as the evaluation criteria published by the Na-
tional Institute of Standards and Technology (NIST) for the topics and tasks with the 
specific calculations described as below. ܥௗ௧ ൌ ௦௦ܥ ൈ ܲ௦௦ ൈ ௧ܲ௧  ܥ ൈ ܲ ൈ ܲି௧௧             (5) 

Herein, ܥ௦௦ represents the cost coefficient of the missing detection with ܥ stand-

ing for the cost coefficient of the false detection, while ௧ܲ௧  means the prior prob-

ability for the system to make positive judgment with ܲି௧௧  representing the 

prior probability for the system to make negative judgment. However according to the 

standard made by NIST, we generally assume that ܥ௦௦  and ܥ  are separately 1 

and 0.1 with the values for ௧ܲ௧  and ܲି௧௧  respectively being 0.02 and 0.98. 

Below please find the calculation formula of ܲ௦௦ and ܲ with the parameters de-

fined in the table as below.  

During the application, generally evaluation is made according to the normalized 
detection error cost with the calculation formula given as below: ܰ݉ݎሺܥௗ௧ሻ ൌ ୫୧୬ ሺೞೞൈೌೝ,ೌൈషೌೝሻ                   (6) 

3.2 Results and Analysises 

In the experiment, 376274 news and reports have been fetched from the Chinese web-
site and 221035 reports have been grabbed from the Vietnamese website to act as the 
data set. Half of the data and Wikipedia data is used to train the model.According to 
the web page tags, we could find that the topic, the release time and the content of the 
reports have been covered completely in the data acquired for the news. In fact, the 
experiment has been conducted for the following purposes on the basis of the dataset: 
(1)Observe the detection error cost for the model when the number of topics is differ-
ent; (2) Observe the detection error cost when separately removing the event element, 
the time sequence and the bilingual word pairs from the model; (3) In the case that the 
number of the topics have been specified, make a comparison with the K-means clus-
tering algorithm and the LDA model that hasn’t been integrated with the features. For 
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the hyper-parameters of the model, make sure that ߚ ൌ =0.01, Ω ,0.1 ߙ ,0.001= ൌ .ଵାଵ, λ ൌ 0.5 and Δ ൌ 3. 

• Comparison of different assumpt topic numbers 

In the experiment, we’ve also tested the effect of the model in the case of different 
number of topics K by assuming that the number of Gibbs sampling is N=500. 

Table 1. The evaluation of the model in the case of different topic number 

K 1 30 50 100 200 300 0.738  0.733 0.697 0.740 0.78 0.79 ࢚ࢋࢊ 

 

Judging from the table as above, we could find that when K=100, the value of ܥௗ௧ 

is minimum and slow changes of the value of  ܥௗ௧have been found when K<50 or 

K>100. All of these prove that in a given dataset, there should be an appropriate K 

that might lead to the minimum ܥௗ௧ in the model. In fact, ܥௗ௧ of the model will be 

reduced with the increase in the number of the topics within a certain range. However 

when the number of the topics reaches a threshold, the influence on the model brought 

by the increase in the number will become weaker and weaker. 

• With different features(event elements、storyline and bilingual word pairs） 
In order to illustrate the role and importance of the three model features which have 
been integrated : the event elements, the time series and the collection of bilingual 
word pairs, we’d like to remove a certain element from the model for the contrast 
experiment in the test for the purpose to test the influence of each element on the 
model. Meanwhile in the test, we’ve determined that the number of the topic, K=100 
and the sampling number N=500. 

Table 2. The evaluation of the model in the case of integrating different features 

Features ܥௗ௧ 
Storyline and bilingual word pairs 0.91 

Event elements and bilingual word pairs 0.733 

Event elements and Storyline 0.79 

 

According to the result, we could find that the event elements have played a critical 
role in the topic detection. However the collection of bilingual word pairs has contri-
buted a lot to the improvement of the model effect due to the reduction in the error 
caused by the polysemy when various translation tools are utilized. 
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• Compared with K-means clustering and simple LDA 

In the test, first on account of the 1000 Chinese and Vietnamese news about the anti-
Chinese movements in Vietnam and the other kinds of bilingual news with the 
amount of news up to 1000, we shall evaluate the performance of these three models 
regarding the anti-Chinese movements in Vietnam. During the application of K-
means algorithm, we assume that the clustering number, K is set as 20, 30 and 50. 
While for the LDA model, we’ve assumed that the number of the topics is 100 with 
the sampling number at 300. 

Table 3. The evaluation of diffent algorithm on topic detection 

Algorithm ܥௗ௧ 

K-

means 

K=20 0.861 

K=30 0.847 
K=50 0.851 

Simple LDA 0.89 
Proposed model 0.714 

Through the aforesaid tests, we could find that the online bilingual LDA model in-
tegrated with the event elements has been superior to the other two kinds of models/ 
algorithms from the perspective of the evaluation result. Limited by the computation 
process, the K-means algorithm is not applicable to massive dataset, the unknown 
clustering center and the changes in the incremental data. However if the LDA hasn’t 
been integrated with the features, it means that the event elements haven’t been cov-
ered in the model to bring noises to numerous words in the bag of words. 

3.3 Experimental Evaluation 

According to the test result, it turns out that: the event elements and the time sequence 
contained in the news and reports and the creation of bilingual words have influenced 
a lot the effect of the topic detection. The proposed model, which has been developed 
on the basis of the traditional LDA model and integrated with the event elements, the 
time series and the Chinese-Vietnamese word pairs, is able to cluster more accurately 
the data of the bilingual news. 

4 Conclusion 

In this paper, we propose a RCRP-based online Chinese-Vietnamese topic detection 
model according to the characteristics of  dynamic bilingual news,which effectively 
integrates time series,event elements and bilingual information into one LDA model 
and achieves good effect in the experiment.Our work next step is to exploit a more 
advanced topic model by using bilingual machine translation and bilingual knowledge 
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resources to calculate the relativity of news on text level to implement the news clus-
tering. 
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