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Abstract. This paper presents a simple but effective sentence-length
informed method to select informative sentences for active learning (AL)
based SMT. A length factor is introduced to penalize short sentences to
balance the “exploration” and “exploitation” problem. The penalty is
dynamically updated at each iteration of sentence selection by the ratio
of the current candidate sentence length and the overall average sen-
tence length of the monolingual corpus. Experimental results on NIST
Chinese–English pair and WMT French-English pair show that the pro-
posed sentence-length penalty based method performs best compared
with the typical selection method and random selection strategy.
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1 Introduction

The statistical-based or corpus-based machine translation (SMT) is intrinsically
a kind of data-driven method, thus, the scale and quality of the parallel data are
crucial for obtaining a good translation performance, especially the large-scale
high quality parallel data.

However, it is not the case for many resource-poor language pairs. A number of
methods have been presented to alleviate this problem, such as paraphrasing [1–
3], related rich resources [4], etc. Considering the reality that a large scale of
monolingual data can be easily acquired from the Web, digital media etc., active
learning framework for SMT has been proposed to facilitate the shortage issue of
parallel data [5–10]. Thus, less human cost could bring a significant improvement
to the translation performance of resource limited language pairs.

The key issue in AL strategy is to choose rich-information sentences. As to
the SMT, the basic idea of selecting sentences with high information is to find
some sentences at each iteration to make the improvement of translation qual-
ity maximum [5]. In doing so, the sentences selected are of rich information.
Intuitively, if more phrases or words in a sentence occur in the unlabeled (mono-
lingual) data, then it might be more informative because it introduces more new
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knowledge [5]. In this paper, we presents a sentence length informed method to
alleviate the tendency of choosing shorter sentences if the unlabeled data has a
large variation in sentence length.

Using the state-of-the-art translation units based method and random selec-
tion method as baselines, our proposed method shows significant improvement in
terms of translation quality compared with baselines on NIST Chinese-English
pair and WMT French-English pair.

2 Related Work

In 2009, Haffari et al. (2009) firstly proposed a practical active learning frame-
work for SMT where a number of high-quality parallel data are acquired from
the large-scale monolingual data [5, 6]. Experimental results show that generally
the translation unit based selection strategies, namely phrases and n-grams, per-
formed best compared to other methods, such as random selection, translation
confidence, inverse model etc.

In 2010, Ambati et al. proposed an active crowd translation (ACT) paradigm
where active learning and crowd-sourcing come together to enable automatic
translation for low-resource language pairs. Active learning is used to reduce
cost of label acquisition by prioritizing the most informative data for annotation,
while crowd-sourcing reduces cost by using the power of the crowds to meet up
the lack of expensive language experts. Their experiments showed significant
improvements in translation quality even with less data [7, 9].

In 2012, Bakhshaei and Khadivi applied a pool-based AL strategy to improve
Farsi-English SMT system. They increased n in the n-gram feature from 4 to
5, and verified that the sentence selection algorithms such as translation units,
translation confidence, inverse model etc. perform better than the random selec-
tion method in the task of Farsi-English translation [10].

On the basis of previous work, this paper introduced a length penalty factor
into the phrase-based sentence selection strategy to penalize the short sentences.
The penalty is dynamically updated at each iteration of sentence selection by the
ratio of the current candidate sentence length and the overall average sentence
length of the monolingual corpus.

3 Active Learning Framework for SMT

The AL framework for SMT is to obtain parallel data from the large-scale mono-
lingual corpus and add to the initial small-scale parallel corpus for training.

We denote the initial parallel corpus as L := {(fi, ei)}, and the large-scale
monolingual corpus as U := {fj}. The key step is to design an algorithm to
select highly informative sentences and submit to human translators.

Generally, the active learning framework has two prerequisites: (1) small-
scale initial parallel corpus used to build a baseline SMT system; (2) large-scale
monolingual corpus to acquire extra bilingual data. More importantly, there are
two key issues in the AL strategy: (1) how to design an efficient algorithm to
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evaluate the information that a sentence contains and select the rich-information
sentences; (2) how to utilize the new parallel data to train and update the SMT
system.

In our work, we mainly studied the first question, i.e., using translation units
based methods, especially the phrase-based ones, on Chinese-English and French-
English language pairs.

As to the second issue, different from the method used in [6], we only use the L
trained model to run our SMT system at each iteration. Thus, the modified active
learning framework using translation units based methods in our experiments is
shown in “Algorithm 1”,

Algorithm 1. Modified AL-SMT

1: Given bilingual corpus L, and monolingual corpus U .
2: MF→E = train(L)
3: for t = 1, 2, . . . , N do
4: Generate “Phrase Set” and compute sentence scores
5: Select k sentences from U , and ask human experts

for true translations.
6: Remove the k sentences from U , and add the k

sentence pairs to L.
7: Update MF→E = train(L)
8: Evaluate the system performance on the test set.

9: end for

4 Sentence-Length Informed Selection Strategy

The general mathematical description of a sentence selection algorithm is that
given a monolingual corpus U , an initial parallel corpus L, and a sentence s
consisting of m possible translation units {x|x ∈ Xm

s } in U , the goal is to choose
a sentence s with the highest score φ under a certain metric F as the most in-
formative candidate. Therefore, the metric F to evaluate how much information
a sentence has is most important in a selection algorithm. We can see that this
process can be defined as a quadruple in (1),

φ(s) = F (X, s, U, L) (1)

4.1 Geom-Phrase and Arith-Phrase Algorithms

In these two methods, the basic unit for computing scores of a sentence is phrase.
The Geom-Phrase algorithm is as in (2),

φ(s) = [
∏

x∈Xm
s

P (x|U)

P (x|L) ]
1

|Xm
s | (2)
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where Xm
s is the set of possible phrases that the sentence s can offer, P (x|U)

and P (x|L) is probabilities of observing x in U and L respectively, which are
calculated as in (3) and (4),

P (x|U) =
count(x) + ε∑

x∈Xm
U
count(x) + ε

(3)

P (x|L) = count(x) + ε∑
x∈Xm

L
count(x) + ε

(4)

where ε is the smooth factor 1. Xm
U indicates the set of phrases that indeed occur

in U , and Xm
L represents the set of phrases that truely appear in L.

The Arith-Phrase method is defined as in (5):

φ(s) =
1

|Xm
s |

∑
x∈Xm

s

P (x|U)

P (x|L) (5)

In [6], the phrases in Eq. (2) and Eq. (5) are extracted from the k-best list
of translations of a sentence s in U . In addition, the out-of-vocabulary (OOV)
words appeared in the translations are also included as candidate phrases with a
uniform probability. In order to make the phrase set approximately as a complete
set, that is, include all possible phrases that a sentence can offer, we utilize the
phrase table generated by L to retrieve all possible phrases and collect OOVs
that are not occurred in the phrase table.

4.2 Sentence-Length Informed Algorithm

The idea of presenting the sentence-length informed method is inspired by the
findings and analysis in Section 5. The experimental results are not consistent
with the conclusions in [5]. Thus, we carried out a comprehensive investigation
and analysis, and found that

– the sentences selected by Arith-Phrase algorithm are generally shorter than
the random selection;

– the sentence length varies in a wide range in corpus U (1∼ 100 words in a
sentence in our experiments).

We consider that the sentence length might have a significant impact on the
selection performance. Therefore, we introduce a brevity penalty to prevent very
short sentences as in [12]. The modified Arith-Phrase algorithm which we call it
“Arith-Phrase-Penalty” is as in Eq. (6),

φ(s) = [
1

|Xm
s |

∑
x∈Xm

s

P (x|U)

P (x|L) ]×BP (6)

1 We set ε = 0.5 in the experiments.
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where BP is the brevity penalty and defined as follows,

BP =

{
1 if c > r

e1−
r
c if c ≤ r

(7)

where r is the average sentence length in the monolingual corpus U , c is
length of the sentence to be selected. Note that r is dynamically updated at
each iteration with the change of the monolingual corpus U after the informative
sentences are selected out.

5 Experiments, Findings and Analysis

5.1 Experiment Setup

The language pairs in our experiments are Chinese–English and French–English.
English is the target language both in these two pairs. The initial parallel data
and monolingual data are randomly selected respectively from NIST Chinese–
English FBIS corpus and WMT News Commentary corpus, where the parallel
data contains 5k pairs and the monolingual data includes 20k sentences.

The development set for Chinese–English task is NIST 2006 current set (1,664
sentences with four references for each source sentence), the test sets are NIST
2005 current set (1,083 sentences with four references for each source sentence)
and 2008 current set (1,357 sentences with four references for each source sen-
tence). The development set for French–English task is WMT Newstest 2013
(3,000 sentences with one reference for each source sentence), and the test set
is WMT Newstest 2014 (3,003 sentences with one reference for each source sen-
tence).

We utilize Moses [11] to indirectly evaluate the performance of sentence selec-
tion algorithms in terms of BLEU scores. The language model is five-gram built
on the English part of the bilingual corpus.

As in [5], the iteration times in the AL framework is set to 25, and at each
iteration, 200 informative sentences are chosen from the corpus U ; the smooth
factor ε in Eq. (3) and Eq. (4) is set to 0.5.

5.2 Experiments on Arith-Phrase and Random Methods

We set the random selection method as the basic baseline. In this Section, we
carried out a comparison experiments between the typical Arith-Phrase algo-
rithm and the baseline on Chinese–English and French–English pairs, and found
that the typical Arith-Phrase method did not beat the random selection method
as shown shown in Figure 4.

In Figure 4, three top figures demonstrate the true BLEU scores at each it-
eration of the random, typical Arith-Phrase and our proposed methods for two
language pairs, and three bottom figures use the polynomial fitting to demon-
strate the trends of these methods so that the differences in terms of BLEU can
be obviously observed.
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We can see that in our experiments BLEU scores of the typical Arith-Phrase
method are significantly lower than the random method.

A comprehensive investigation and analysis were carried out whereafter, and
found that the sentences selected by the typical Arith-Phrase algorithm are
generally shorter than those of the baseline. The observation drives us to consider
the following questions,

– What extent does the sentence length affect the performance of algorithms?
– How could we alleviate the impact of sentence length so that we can find out

the true informative sentences?

With these questions, we proceeded a data analysis as described below.

5.3 Data Statistics and Analysis

5.3.1 The Contradiction
Here we define “new words” as occurring in U but not in L before, and “existing
words” as appearing both in U and L.

When selecting high-information sentences, there is a pair of contradiction
that is exploration and exploitation, i.e. selecting sentences to discover new
phrases vs estimating accurately the phrase translation probabilities [5]. Specif-
ically,

– the more new words a sentence has in terms of the parallel corpus, the more
informative the sentence is, but a lower word alignment accuracy to the
added parallel data (c.f. Section 5.3.4);

– while the more existing words a sentence has to the parallel data, the more
accurate the phrase probability is estimated, but a lower coverage to the test
set (or unknown data)(c.f. Section 5.3.3 and Section 5.3.4).

Thus, we need to make a tradeoff between the ratio of new words and existing
words when selecting out sentences from the monolingual corpus U .

Accordingly, regarding the negative results, we conducted a data analysis to
investigate the hidden reasons from three aspects:

– statistics of the sentence length in different situations;
– the coverage rates of test sets by the parallel data in different situations;
– the increments of existing words and new words in different situations.

5.3.2 Average Sentence Length
Figure 1 illustrates the average sentence length of selected sentences at each
iteration of the Random, Arith-Phrase and Arith-Phrase-Penalty methods for
two language pairs.

In Fig. 1, “X” in “Random:X”, “Arith-Phrase:X” and “Arith-Phrase-
Penalty:X” indicates the overall average sentence length of all selected sentences
in terms of three different methods; “Average Sentence Length of U” is the av-
erage sentence length of the monolingual corpus U at each iteration that is in
fact the parameter r in Eq. (7).

It can be seen that



Sentence-Length Informed Method for AL Based Resource-Poor SMT 97

0 5 10 15 20 25

10

20

30

40

50

60

70

80

Average Sentence Length for Chinese to English Task

Number of Iterations
Added Sentences (multiple of 200)

S
en

te
nc

e 
Le

ng
th

Random:36.53
Arith−Phrase:27.43
Arith−Phrase−Penalty:49.00
Average Sentence Length of U:34.62

0 5 10 15 20 25

10

20

30

40

50

60

70
Average Sentence Length for French to English Task

Number of Iterations
Added Sentences (multiple of 200)

S
en

te
nc

e 
Le

ng
th

Random:28.55
Arith−Phrase:22.06
Arith−Phrase−Penalty:37.87
Average Sentence Length of U:27.13

Fig. 1. Statistics of sentence length for different selection methods

– the average length of Arith-Phrase is shortest at each iteration both for two
language pairs;

– the variance of the average sentence length of Arith-Phrase is biggest while
the average lengths of the other two methods change slightly at each itera-
tion.

The main purpose of active learning based SMT is to find and select the most
informative sentences from the monolingual corpus, then the observations above
drive us to ask that do the short sentences selected by Arith-Phrase algorithm
really contain more information? If so, why does it perform worse than the
Random method?

To answer the questions above, we might investigate the deep relationship
between “existing words” and “new words” – the contradiction of the active
learning SMT.

5.3.3 Coverage of Testsets by Parallel Data
An investigation is carried out to compute the distribution of the coverage rates
of the test set by selected sentences at each iteration to see whether the Arith-
Phrase method can find out more informative sentences. Results are shown in
Figure 22.

We can see that the coverage of Arith-Phrase is significantly higher than that
of Random. This indicates that Arith-Phrase tends to select sentences containing
more “new words”, i.e., tends more to the “exploration” side. Intuitively, the
increase of new words would improve the translation performance because it is
useful to reduce the out-of-vocabulary (OOVs) in the translation hypotheses.
However, higher coverage rate did not improve the translation quality!

We analyze that this might be: the Arith-Phrase algorithm is potentially to
look for highly informative sentences featured by more new words. Intuitively, the
shorter a sentence is, the greater the proportion of news words in this sentence
is, the more likely it can be chosen compared to a longer sentence.

2 Due to the limitation of the paper space, we take ZH-EN NIST 2005 and FR-EN
WMT 2014 test sets as examples. It is the same situation for ZH-EN NIST 2008.
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Fig. 2. Comparison of coverage rates of parallel data to different test sets at each
iteration

The possible reason is that although Arith-Phrase tries to make a tradeoff
between the “exploitation” and “exploration”, it is difficult when the sentence
length varies in a wide range of the monolingual corpus. From another viewpoint,
the increase of new words implies that the relative decrease of frequencies of
existing words that might be more important to improve the accuracy of phrase
probability estimation for the resource-limited small-scale SMT system.

Based on the data statistics and analysis of sentence length and coverage, we
refer that the variation between the frequencies of existing words and new words
might provide a reasonable explanation.

5.3.4 Statistics of Existing Words and New Words
As mentioned that “existing words” appear both in U and L, and “new words”
occur only in U , we analyze the relationship between existing words and new
words from three aspects: 1) the incremental frequencies of existing words at
each iteration; 2) the incremental new words at each iteration; 3) the incremental
frequencies of new words at each iteration. Statistics are shown in Fig. 3.

It can be seen in Fig.3 that

– in terms of incremental frequencies of existing words for two language pairs,
the Random method is significantly higher than the Arith-Phrase algorithm.
This would improve the accuracy of probability estimation of existing words.

– in terms of incremental new words for two language pairs, the Arith-Phrase
is higher than the Random method. This is consistent with the coverage
comparison in Section 5.3.3.

– in terms of incremental frequencies of new words, the Arith-Phrase is also
higher than the Random method. However, we can find that the frequency
increments of new words are nearly the same as the increments of new words,
i.e., the new words have quite low frequencies. For example, at iteration 5 of
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Fig. 3. Statistics of existing words and new words at each iteration
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Arith-Phrase for FR-EN task, the number of incremental new words is 345,
the number of incremental frequencies is 384, the average frequency for each
new word is about 1.11 that is quite low. Thus, this might explain that for
Arith-Phrase method, although the coverage increases, the accuracy of the
probability estimation of existing words and new words relatively decreases
due to low frequencies compared to the Random method.

Based on the analysis, we consider that if a sentence length informed fac-
tor can be introduced into the Arith-Phrase algorithm, it might balance the
contradiction of existing words and new words. Thus, the brevity penalty based
Arith-Phrase algorithm is proposed. The next sections will carry out comparison
experiments between our method and baselines.

5.3.5 Experiments on the Proposed Method
It can be found in Figures 1, 2, 3 and 4 that

– the proposed Arith-Phrase-Penalty method significantly outperforms the
Random and Arith-Phrase in all tasks in terms of translation performance
(BLEU scores)(See Fig. 4);

– the incremental frequencies of existing words of Arith-Phrase-Penalty is far
higher than those of Random and Arith-Phrase, which could further improve
the probability estimation accuracy of existing words (See Fig. 3);

– the incremental new words of Arith-Phrase-Penalty is higher than Random
and Arith-Phrase, which could bring a broader coverage to test sets. Figure 2
shows the consistency;

– the average sentence length of Arith-Phrase-Penalty is larger than Random
and Arith-Phrase and the variance is small (See Fig. 1). The longer sentences
bring more existing words and introduce new words into the parallel data,
which not only increases the coverage to test sets, but also improves the ac-
curacy of probability estimation of phrases. However, the potential problem
is that the human cost would be risen.

It can be said that the proposed algorithm indeed improved the performance
of typical Arith-Phrase method, and achieved best results.

6 Conclusions

This paper studies the active learning framework and different high-information
sentence selection algorithms for resource-poor SMT. Based on the negative ex-
perimental results on Arith-Phrase method, we found that the sentence length
is an important factor to affect the system performance when the length of sen-
tences in the monolingual corpus varies in a wide range. Based on the analysis,
a simple but effective method – sentence length informed Arith-Phrase – is pro-
posed to penalize sentences that are shorter than the overall average length of
the monolingual corpus U at each iteration. Experimental results demonstrate
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that the proposed method significantly outperforms the typical Arith-Phrase
and Random method.

In future, we intend to carry out further study on the AL framework in the
respects of 1) presenting improved sentence selection algorithms that contain
rich knowledge to better quantize the information in a sentence; 2) proposing
novel solutions that can better balance the tradeoff between exploration and
exploitation, and decrease the human cost in the AL framework.
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