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Abstract. In this paper, we propose a weakly-supervised occupation detection 
approach which can automatically detect occupation information for micro-
blogging users. The weakly-supervised approach makes use of two types of  
user information (tweets and personal descriptions) through a rule-based user 
occupation detection and a MCS-based (MCS: a multiple classifier system) user 
occupation detection. First, the rule-based occupation detection uses the person-
al descriptions of some users to create pseudo-training data. Second, based on 
the pseudo-training data, the MCS-based occupation detection uses tweets to do 
further occupation detection. However, the pseudo-training data is severely 
skewed and noisy, which brings a big challenge to the MCS-based occupation 
detection. Therefore, we propose a class-based random sampling method and a 
cascaded ensemble learning method to overcome these data problems. The ex-
periments show that the weakly-supervised occupation detection achieves a 
good performance. In addition, although our study is made on Chinese, the ap-
proach indeed is language-independent.  

Keywords: occupation detection, sampling and ensemble learning. 

1 Introduction 

Micro-blogging platforms such as Twitter and Plurk, not only provide services for 
users to share information with friends, but also contain plenty of personalization 
business applications which usually are designed according to users’ personal infor-
mation (i.e. education experience, working experience and hobby). However, as  
personal information is usually not obligatorily provided by users, this kind of infor-
mation is often incomplete or omitted. In this paper, we attempt to explore how to 
automatically detect personal information for micro-blogging users. To better explain 
our work, in this paper, we adopt the twitter’s terminology. A “tweet” refers to a short 
message a user shares with others; a “following” is a user who the focused user is 
subscribed to; a “follower” is a user who subscribes to the focused user.  

As far as we know, there have been few studies on personal information detection 
for micro-blogging users. Although intensive studies on personal information detec-
tion have been done in the past years, most of them focus on factual (objective) texts, 
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such as news reports and homepages. Since those factual texts tend to introduce the 
focused person, the personal information is often given in the context of the mentions 
of the person of interest. In contrast, tweets are more like a type of subjective texts. 
Instead of introducing themselves, micro-blogging users like to express their opinions 
or describe their activities in their tweets. Therefore, those tweets sometimes do not 
provide enough explicit personal information, and personal information detection 
requires more deduction.  

As personal information is rather broad, in this paper, we focus only on occupation 
information. In fact, occupation information can be considered as a hierarchical struc-
ture. The first level roughly contains three types of occupations (student, employee 
and un-employed), and each occupation then is further divided in the next level. In 
this paper, we explore occupation detection only according to the first-level division, 
and examine the research issues specifically for micro-blogging user. 

In this paper, we first explore how to effectively integrate the micro-blogging in-
formation of a user (i.e. tweets and personal descriptions) for occupation detection. 
Furthermore, we investigate how to deduce the occupation of a user with the aid of 
some particular tweets of the user. Overall, there are three contributions of our user 
occupation detection.  

First, we automatically construct a user occupation corpus with a set of rules and 
the rules can infer the occupations of some users according to their personal descrip-
tions if exist. Although this user occupation corpus is very noisy, it can avoid costly 
human annotation and give a guide to the design of our user occupations detection. 
From the user occupation corpus, we find that few users explicitly release their  
un-employed status, and thus, we formulate the user occupation detection as a classi-
fication problem with three classes (student, employee and undetermined). Here, “un-
determined” users refer to the ones whose occupations cannot be inferred from the 
given micro-blogging information even by humans.  

Second, given the pseudo-annotated user occupation corpus, the following ap-
proach is intuitive for our user occupations detection: a supervised classification  
method (such as SVM, the Maximum Entropy model and so on) is chosen, and the 
features of an instance are extracted from all tweets of a user. However, this intuitive 
approach cannot work well because of the three data problems inherited in our pseu-
do-annotation corpus: data imbalance, data bias and data noise. The data imbalance 
refers to the imbalance between the three classes, and requires a specific classification 
approach (i.e., imbalance classification). The data bias refers to the class distribution 
in our corpus does not follow the real one. The data noise refers to noisy features and 
noisy pseudo tags in our corpus. In this paper, to overcome the data imbalance and the 
data bias, we choose a typical imbalance classification approach, which uses MCS (a 
multiple classifier system [12]) and a sampling method. The sampling method selects 
the balanced training datasets for the base classifiers of MCS. Furthermore, because 
the data noise is severe, we find that the typical sampling methods, such as random 
over-sampling [5] and random under-sampling [4], cannot perform well for our task. 
Thus, we propose a class-based random sampling method, which is an extension of 
random under-sampling. The empirical experiments show that our MCS-based user 
occupation detection system achieves a good performance.   
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Third, users are much different in terms of the scales of their tweets. For example, 
some users post several tweets and some have thousands. In fact, we observe that the 
occupation of a user can be determined only by several occupation-related tweets. 
Thus, it is better to detect user occupation only according to this kind of tweets. Un-
fortunately, how to select the occupation-related tweets is also a hard task. In this 
paper, we propose a cascaded ensemble learning method which selects some occupa-
tion-related tweets and uses them to further improve the user occupation detection.  

2 Related Work 

In this section, we first compare our user occupation detection with previous works on 
personal information detection, and then briefly present the state-of-the-art studies on 
imbalanced classification.  

2.1 Occupation Detection 

For occupation detection, several systems are presented in the bakeoff, searching 
information about entities in the Web (WePS). WePS works on the occupation detec-
tion for a web person, which extract the occupation information of a person from the 
given webpages. Artiles et al. [2] summarize these systems and find that a rule-based 
approach [6] is most effective because the approach can capture the structures of 
some kinds of webpages. 

Furthermore, occupation detection can be considered as a sub-problem of Informa-
tion Extraction (IE). The survey of Sarawagi [17] examines rule-based and statistical 
methods for IE, and point out that the different kinds of approaches attempt to capture 
the diversity of clues in texts [1,3,7,16]. Therefore, the properties of texts determine 
the approaches of occupation detection.    

For the occupation detection for micro-blogging users, there are two types of tex-
tual information: personal descriptions and tweets. Moreover, these two types of tex-
tual information are complement for the user occupation detection. A personal  
description is a kind of structured texts, and occupation detection on those structured 
texts is well studied. In fact, the main challenge comes from tweets because tweets 
have their own characteristics, such as informal expressions, short texts and so on. In 
this paper, we explore the interaction of these two types of textual information for 
occupation detection. 

2.2 Imbalanced Classification 

The common understanding for data imbalance for multi-class classification is that 
the imbalance exists between the various classes. Because of severe class distribution 
skews, in most cases, classifiers trained with imbalanced data prefer to annotate test 
instances with majority class (MA) and ignore the minority class (MI). Thus, imba-
lanced data requires specific approaches, namely imbalanced classification.   



302 Y. Chen and B. Pei 

Imbalanced classification has been widely studied in terms of data level and algo-
rithmic level (see the comprehensive review [10]). From the data level, the most im-
portant approach is sampling which attempts to balance the class distribution, such as 
various over-sampling methods that replicate MI instances [5,8-9,18] and various 
under-sampling methods that remove MA instances[4,11,15,19]. From the algorith-
mic level, many approaches are proposed, such as cost-sensitive learning, one-class 
learning, and ensemble learning.  

In this paper, we attempt to use a sampling method to solve both the data imbal-
ance and the data bias in our corpus. Although the empirical study [13] shows that 
under-sampling is most effective for sentiment classification, it does not work well for 
our task because of the severe noise in our corpus. Thus, we explore how to extent the 
under-sampling method so that to handle the noisy data. 

3 The User Occupation Corpus 

In this section, we first introduce the construction of our user occupation corpus (in-
cluding the corpus collection and the rule-based user occupation detection), and 
present an in-depth corpus analysis. According to the analysis, we then formulate our 
user occupation detection task. 

3.1 The Corpus Collection 

Our user occupation corpus indeed contains a set of users and a user has an informa-
tion unit containing all information regarding the user (tweets, followings, followers, 
and personal descriptions). The whole corpus is collected through the following four 
steps.  

1. Two hot topics are chosen from the Sina micro-blogging platform (a Chinese mi-
cro-blogging website): one is “College English Test” (a student activity), and the 
other is “the symptoms for going to work on Monday” (an employee activity). A 
user who posts a tweet for either of the two topics is considered as a seed. There 
are totally ~1,800 seeds. 

2. Initial a user set which contains all seeds.  
3. Beginning with the initial user set, the user set is iteratively increased by incorpo-

rating their friends. Here, a “friend” of a focused user refers to a user who is both a 
following and a follower of the user. 

4. For each user in the user set, all related information is crawled from the Sina mi-
cro-blogging platform. 

Although our corpus is scalable through the iteration of Step 3, due to the limited 
time, our corpus collect only totally 30,840 users, which is ~0.015% of the whole 
Sina micro-blog users. However, we can still gain enlightenments on the user occupa-
tion detection through our pilot study on this rather small-scale corpus. 
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3.2 The Rule-Based User Occupation Detection 

Because human annotation is time-costing, in this paper, we propose a rule-based user 
occupation detection system, which automatically detects the occupations of some 
users according to their personal descriptions if exist.   

Although the Sina micro-blogging platform provides templates for users to input 
their occupation information, we observe that users often do not exactly follow them. 
For example, a user lists only his working company “Lenovo” without time informa-
tion. Because of the incompleteness, the rule-based user occupation detection be-
comes challenging.  

In the rule-based user occupation detection, for a user, his/her working experience 
firstly is examined. If the job information is provided, the user is tagged as “em-
ployee”. Otherwise, go to next. Secondly, the education experience is examined. If the 
college information is provided, the user is tagged as “student”. Otherwise, the user is 
tagged as “undermined”.  

3.3 The Corpus Analysis 

In our user occupation corpus, ~74% instances (users) provide their personal descrip-
tions, and however, only ~36% instances prefer to publish their occupation informa-
tion. Furthermore, our rule-based occupation detection detects the occupations only 
for 31% users (~17% are students and ~14% are employees). This indicates that only 
some of Sina micro-blogging users present useful occupation information through 
their personal descriptions.   

After the rule-based occupation detection, a user in our corpus is either an instance 
with an occupation (namely, a rule-determined instance, which is either a student or 
an employee) or an “undetermined” instance (namely, a rule-undetermined instance, 
whose occupation cannot be detected by our rules). In the following section, we ex-
amine the rule-determined data and the rule-undetermined data, which contains all 
rule-determined instances and all rule-undetermined instances, respectively.  

The rule-determined data: for the rule-determined data, we reserve ~1000 in-
stances for the development data (namely, the rule-determined dev) and ~1000 in-
stances for the test data (namely, the rule-determined test). These two datasets then 
are annotated by humans as follows.  

An instance is tagged with one of the four tags: student, employee, un-employed 
and undetermined. For a user, an annotator reads his/her tweets one by one in chrono-
logical order (beginning with the most recent tweet). If a tag can be confidently given 
to the user according to the present tweet, the annotator stops. Finally, if the annotator 
cannot assign a tag after reading all tweets of the focused user, the “undetermined” 
tag is given to the user. 

According to the human-annotated data, we find that the overall accuracy of the 
two rule-determined datasets is ~72%. This indicates that ~72% users deliver the 
same occupation information both in their personal descriptions and in their tweets. 
Moreover, the real occupation distribution in the two rule-determined datasets is: 
student (50.8%), employee (36.5%), un-employed (1.2%) and undetermined (11.5%). 
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The rule-undetermined data: for the rule-undetermined data, we reserve ~1000 in-
stances for the development data (namely, the rule-undetermined dev) and ~1000 
instances for the test data (namely, the rule-undetermined test). Similar to the rule-
determined data, these two datasets are annotated by humans. For the two  
rule-undetermined datasets, the overall accuracy is ~28%, and the real occupation 
distribution is: student (40.2%), employee (31.4%), un-employed (0.4%) and  
undetermined (28.0%). 

3.4 Task Formulation 

According to the real occupation distribution for the rule-determined data and the 
rule-undetermined data, we formulate the user occupation detection task as follows. 
Because the tag “un-employed” occupies such a low percentage (~1%) that we decide 
to ignore them in our current work, the occupation detection becomes a classification 
problem with three classes (student, employee, and undetermined). The low percen-
tage of “un-employed” may be due to the fact that most of un-employed users do not 
like to mention their job status.  

Regarding the data setting for our user occupation detection, except for the human-
annotated instances in Section 3.3, we use all instances with the tags outputted from 
the rule-based user occupation detection as the training data (namely, the pseudo-
training data). In the pseudo-training data, 15.2% instances are students, 12.6% are 
employees, and 69.2% are undetermined instances.  

4 The MCS-Based User Occupation Detection 

In this section, we first examine the data problems in the pseudo-training data, and 
then introduce the MCS-based user occupation detection. Particularly, we present our 
class-based random sampling method and cascaded ensemble learning method.  

4.1 The Overview of the MCS-Based User Occupation Detection 

Our user occupation detection is a three-class classification problem. Given the pseu-
do-training data, many common supervised classification methods cannot work effec-
tively because of the following three data problems.  

1. Data imbalance: the data imbalance problem is severe in the pseudo-training data. 
For example, the imbalance ratio between “undetermined” and “employee” is ~4.6 
(69.2% vs. 15.2%) although only some “undetermined” instances are real undeter-
mined by humans.  

2. Data bias: our user occupation corpus is somewhat biased to the users with occupa-
tions (“student” or “employee”) because of the selection of topics during the cor-
pus collection (see Section 3.1). Thus, the pseudo-training data may not reflect the 
real occupation distribution even it can be annotated by humans. In the other hand, 
it is difficult to capture the real occupation distribution of micro-blogging users be-
cause it is changeable.  
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3. Data noise: there are two kinds of data noises in the pseudo-training data: noisy 
features and noisy pseudo tags. First, micro-blog is popular because it has fewer 
restrictions on writing styles. Thus, tweets themselves are intrinsically noisy, and 
furthermore, the features based on tweets are likely to be noisy. Second, since the 
rule-based user occupation detection achieves only a decent performance (~72% 
for the rule-determined data and ~28% for the rule-undetermined data, see Section 
3.3), the tags in the pseudo-training data are severely noisy, particularly for “unde-
termined”.  

Although data imbalance and data bias seem different from each other, both of 
them involve the skewed class distribution in the pseudo-training data, and they can 
be solved with the same approach – a sampling method which can select a balanced 
training dataset for a classifier. After taking the data noise into account, we propose a 
class-based random sampling method. Moreover, considering that users have various-
scale tweets, we propose a cascaded ensemble learning method which integrates the 
occupation information of all tweets and the occupation information of individual 
tweets to do user occupation detection.   

In this paper, we choose MCS as the framework of our system. There are two stag-
es in MCS: training and test. During the training stage, a base classifier is trained with 
a supervised classification method as well as some training instances (users) selected 
by the class-based random sampling method. For each training instance, all of the 
tweets are catenated into a document on which feature extraction works. During the 
test stage, the cascaded ensemble learning method is used. The class-based random 
sampling method and the cascaded ensemble learning method are described as fol-
lows. 

4.2 The Class-Based Random Sampling 

Random under-sampling is a typical sampling method for imbalance classification. It 
randomly selects a subset of the MA instances from the initial training data and then 
combines them with all of the MI instances to form the training dataset for a base 
classifier. Our analysis shows that random under-sampling or its variations perform 
well because they satisfy the following two conditions: (1) the MI instances are high-
quality, such as human-annotated data [13]; (2) all of the MI instances are used in a 
base classifier. Unfortunately, our pseudo-training data indeed is very noisy, and a 
base classifier will be confused if its training dataset includes all of the MI instances. 
In this paper, we propose a class-based random sampling method. 

In general, the class-based random sampling method (shown in Figure 1) guaran-
tees that the instances belonging to the same class are equally likely to be chosen. The 
class-based random sampling has only one parameter K, and our empirical experi-
ments (see Section 5.2) show that the parameter has a big impact to the effect of the 
sampling. In addition, random under-sampling is actually an extreme case of the 
class-based random sampling method where K is chosen the maximum.  

Although our class-based random sampling looks simple, it can effectively solve 
the aforementioned three data problems. First, the training dataset for a base classifier 



306 Y. Chen and B. Pei 

is balanced because each class contributes exact K instances. Thus, the problem of 
data imbalance and data bias can be avoided. Second, our class-based random sam-
pling selects different subsets of the initial training data for base classifiers. Given the 
noisy pseudo-training data, the more possible the subsets are, the more possible it is 
for an effective feature to be selected by a base classifier. This is also the fundamental 
difference between our class-based random sampling and various under-sampling 
methods.  

4.3 The Cascaded Ensemble Learning 

We propose a cascaded ensemble learning method, as shown in Figure 2. In general, 
there are two steps. Firstly, for a test user, two tags are gotten from the two ensemble 
learning methods, the whole-tweets-based ensemble learning and the individual-
tweet-based ensemble learning. Secondly, according to the two tags, a rule-based 
ensemble learning is used to get the final tag of the test user. The three ensemble 
learning methods are explained as follows. Notice, “user” and “instance” are not ex-
changeable in this section. 

The whole-tweets-based ensemble learning: it is very simple ensemble learning 
based on the majority vote. Firstly, for a test user, a set of tags are obtained from the 
base classifiers. Secondly, the majority vote is applied to the set of tags to get the final 
tag of the test user. Notice, similar to the training of the base classifiers, a test instance 
inputted to a base classifier is a document which contains all tweets posted by the test 
user.   

The individual-tweet-based ensemble learning: although different users post vari-
ous-scale tweets, it is often a case that the occupation of a user is determined only by 
several occupation-related tweets. Therefore, we propose an individual-tweet-based 
ensemble learning, explained as follows. Step 1 and 2 attempt to select some occupa-
tion-related tweets, and Step 3 and 4 try to use the occupation-related tweets for user 
occupation detection. 

1. Given a test user, detect the occupation tag for each of his/her tweets. The proce-
dure is similar to the whole-tweets-based ensemble learning except the following 
two things: a test instance inputted to a base classifier is an individual tweet, and 
the tag is attached with the support rate which is calculated during the majority 
vote. 

2. For each individual tweet, if its tag is “student” or “employee”, examine its support 
rate. If the support rate is greater than the given threshold, the individual tweet is 
considered as an occupation-related tweet. Since the base classifiers do not perform 
very well, we treat only the tweets whose tags have high confidences as occupa-
tion-related tweets. 

3. If the test user has an occupation-related tweet, calculate the votes of “student” and 
“employee”, and go to next. Otherwise, tag the user “undetermined” and stop. The 
vote of “student” (“employee”) is the number of the tweets whose tags are “stu-
dent” (“employee”).   
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4. With the votes of “student” and “employee”, the majority vote is used to get the fi-
nal tag of the user.  

 
The rule-based ensemble learning: From the error analysis of the whole-tweets-
based ensemble learning, we observe that the following two kinds of confusions often 
occur: “undetermined vs. student”, and “undetermined vs. employee”. Therefore, we 
attempt to correct the “undetermined” tags outputted from the whole-tweets-based 
ensemble learning as follows. For a test user, if the tag from the whole-tweets-based 
ensemble learning is “student” or “employee”, use this tag as the final one. Otherwise, 
use the tag from the individual-tweet-based ensemble learning as the final one. 
 
 

=
≤≤

 

Fig. 1. The class-based random sampling method 

 

 

Fig. 2. The cascaded ensemble learning method 
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5 Experiments 

5.1 Experiment Settings 

Regarding the experiment data setting, we use the pseudo-training data as the initial 
training data, the rule-determined test and the rule-undetermined test as the test data-
sets, and the rule-determined dev and the rule-undetermined dev as the development 
datasets (see Section 3.3). In addition, in the dev/test data, tag “un-employed” anno-
tated by humans is replaced with tag “undetermined”. 

To examine the performances of our MCS-based occupation detection, we imple-
mented two baselines for comparisons. One is a common classification (SC),  
which uses the following dataset to train one and only one classifier: all of “student” 
instances (4594 instances), all of “employee” instances (3805 instances) and  
some of “undetermined” instances (4594 instances). The other baseline (Un-
dSamp+WTEnsem) is the under-sampling used in [13]. Similar to our occupation 
detection, it is also MCS-based and uses random under-sampling and the whole-
tweets-based ensemble learning. Moreover, four common measures are chosen for 
evaluation, i.e. precision (Prec), recall (Rec), F-score (Fs), and accuracy (Acc). 

For any supervised classifiers, such as SC and the base classifiers in a MCS-based 
framework, the Maximum Entropy model implemented by the package Mallet1 is 
chosen as the classification method, and the bag of words is used as features.  

Regarding the parameter setting in the experiments, all of them are learned from 
the development datasets. In particular, two parameters, L and K, are very important. 
L is the number of the base classifiers in a MCS-based framework, and K is the para-
meter of our class-based random sampling. In our experiments, K is 500 and L is100.  

5.2 The Performances of Different Occupation Detection Models 

Table 1 and 2 list the performances of the four occupation detection models for the 
two test datasets, the rule-determined test (rule-det) and the rule-undetermined test 
(rule-undet), respectively. To examine our sampling and ensemble learning separate-
ly, we develop two MCS-based occupation detection models: RanSamp+WTEnsem 
and RanSamp+CasEnsem. The former uses the class-based random sampling and the 
whole-tweets-based ensemble learning, and the latter uses the class-based random 
sampling and the cascaded ensemble learning.  

From Table 1 and 2, first, we find that the final model, RanSamp+CasEnsem, sig-
nificantly outperforms the SC model with 9.9% for “rule-det” and 11.4% for “rule-
undet” in F score. This indicates that our class-based random sampling and cascaded 
ensemble learning work very well.  

Second, from SC to UndSamp+WTEnsem, a significant improvement is achieved 
(4.0% for “rule-det” and 4.6% for “rule-undet” in F score). This indicates that a  
MCS-based framework with a sampling method can effectively overcome the data 
imbalance and the data bias in our pseudo-training data. Moreover, when the under-
sampling (UndSamp+WTEnsem) is replaced by our class-based random sampling 
 
                                                           
1 http://mallet.cs.umass.edu/ 
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Table 1. The performances of the different models for the rule-determined test 

 Prec  Rec Fs Acc 
SC  62.2 65.6 60.7 67.6 
UndSamp+WTEnsem 64.1 66.8 64.7 73.6 
RanSamp+WTEnsem 68.6 73.2 69.8 77.0 
RanSamp+CasEnsem 69.5 72.6 70.6 77.7 

 

Table 2. The performances of the different models for the rule-undetermined test 

 Prec  Rec Fs Acc 
SC 57.9 54.4 50.3 50.0 
UndSamp+WTEnsem 60.2 56.1 54.9 54.6 
RanSamp+WTEnsem 63.3 59.9 58.4 58.2 
RanSamp+CasEnsem 63.3 62.8 61.7 61.9 

 
(RanSamp+WTEnsem), the performances are further improved (5.1% for “rule-det” 
and 3.5% for “rule-undet” in F score). This indicates that our class-based random 
sampling not only can overcome the skewed class distribution problem, but also can 
effectively reduce the bad effect from the data noise. 

Third, from RanSamp+WTEnsem to RanSamp+CasEnsem, a significant improve-
ment (3.3% in F score) is achieved for “rule-undet”, and however, a slight improve-
ment (0.8% in F score) for “rule-det”. We observe that the improvement of the  
RanSamp+CasEnsem model is from the significant improvements of “employee” 
(4.8% in F score) and “undetermined” (4.2% in F score). This indicates that our indi-
vidual-tweet-based ensemble learning can effectively solve the confusion of  
“employee vs. undetermined”. Moreover, from the error analysis for the Ran-
Samp+WTEnsem model, we find that this kind of confusions occur much more often 
in “rule-undet” than in “rule-det”. Therefore, “rule-undet” takes more benefit from 
our individual-tweet-based ensemble learning than “rule-det” does. 

6 Conclusion 

In this paper, we make a pilot study for occupation detection for micro-blogging us-
ers, and find that even a simple occupation detection task, which detects only the 
three types of occupation information, is a difficult research issue.  

According to the available micro-blogging resources, we proposed a weakly-
supervised user occupation detection which achieves a significant improvement.  
Through the experiments, we realized the main challenges in the user occupation 
detection, and examine the contributions of different kind of user information to the 
occupation detection. We believe that the current study should lay ground for future 
research on occupation detection for micro-blogging users.  
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