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Search and Ads
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new york hotels O]

Web Visual Search LocalListings News Hotels Wikipedia

ALL RESULTS 1-10 of 126.000.000 results

Sponsocred sites

540 New York Hotels - www.Expedia.com/NewYorkCity
Book your Hotels in New York on Expedia® - The #1 Site in Travel.

Marriott New York Hotels - Marriott. com/NewYork
Book Marriott's Best Rate Guarantee & Earn Rewards at Official Site.

250 Hotels in New York - Booking.com/Hotels-New-York-NY
Hotels online in New York. Book online now. Pay at the hotel.

Hotels in New York City - www.CandlewoodSuites.com
Pet Friendly Hotel In Times Square Unbeatable Location & Spacious Room

Find hotels in New York City (Manhattan)
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= s
The Benjamin
Hotel New York

The Plaza Hotel See Them All

ansevoort The Peninsula
New York

Hotel

[}

New York Hotels - The Official New York Hotels .com Website

Book hotels at the OFFICIAL New York Hotels .com Website. With the help of thousands of user
reviews, BEST PRICE guarantee and SECURE online reservations.

www.newyorkhotels.com - Cached page

Advanced

Sponsored sites

New York City Hotel

A Botique Hotel With Personality.
Unique Features - Weekends From
$239

HotelRogerWilliams.com

Discount New York Hotels
Book online or call 1 800 522 9991 and
save 3%

www_hotelconxions.com

Over 540 New York Hotels

Good availability and great rates. Save
up to 50% on your reservation!
www._Hotels.com

New York Hotels

Free Internet & Hot Breakfast Bar.
Book Lowest Rates Direct!
www.HolidaylnnExpress.com

New York Hyatt Hotels
Book Online for Hyatt's Best Hotel
Rates on the Internet, Guaranteed.
www.NewYork.Hyatt.com

See your message here
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Eco-system

* Submit queries,
&9 * View and click search results and ads

Search Users

* Retrieve/rank web pages
according to relevance to query

- Select ads and predict their click
) blﬂg orobabilities

e Run auction to determine

Advertisers Search engines ranking and pricing of ads
* Provide ad copies, * Display search results and ads to
* Bid on keywords for ads, users, charge advertiser when
e Pay if ads are clicked by users. their ads are clicked

2014/9/18 ADL - Tie-Yan Liu 4
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Eco-system

e Submit queries,
* View and click search results and ads

arch User

How much money do you contribute to the search engine
every time you submit a query? ges

e to query
. 7 their click
Y ——— . D | | B | G
ine
Revenue per search: 5710 cents ads
" Provid Daily profit: ~10 Million dollars and ads to
e Bido er when

e Payifé

2014/9/18 ADL - Tie-Yan Liu 5



Cash Machine — $42.8 billion in 2013

Advertising revenue market share by media - 2013 ($ billions)

$42.8

Internet

Broadcast Television * $40.1

Cable Television ** $34.4 Ad formats ~ full year 2013

B2 Microsoft

Total - $42.8 billion

- —
1 = Display / Banner
Magazine (Consumer) _ $13.4 = Mobile
| * Digital Video
o i ¥ ® Classifieds
Video Game I $0.9 " Lead Generation
7 ¥ Rich Media
Cinema I $0.8 Sponsorship

Sources: IAB/PwC Internet Ad Revenue Report, 2013; PwC

2014/9/18 ADL - Tie-Yan Liu




Backend Systems

Sony
| | | e
Account 1 ) [ Account 2 ] ( Account 3 ]
1

| | 1 Popular
[ Campaign 1 J [ Campaign 2 ] [Campaign 3 oo Froduts
sy e Gsoo e s
AN |

[ ] [ | ]
[Anemule ( Aucamupz] [AdGrcupi]

* Keywords
* Bid prices
* Ad copies

Auction
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540 New York Hotels - www Expedia com/NewYorkCity Sponsored sites

Bid Keywaords Creatives

[Ty ——

s L sl S0A0 5008 Witk GamesE Cosmias

s by, 3035

Query-keyword matching ) /
pClick

Ad Click
Selection Prediction

rtalo b, 50,30 T

oo e, 5030 Py——

hich 0ut By X Lol

Query:

Ranking

Pricing

Book your Hotels in New York on Expedia® - The #1 Site in Travel.

Marriott New York Hotels = Marriott com/NewYork

Book Marriott's Best Rate Guarantee & Eam Rewards at Official Site.
250 Hotels in New York - Booking.com/Hotels-New-York-NY
Hotels online in New York. Book online now. Pay at the hotel.

Hotels in New York City - www.CandlewoodSuites.com
Pet Friendly Hotel In Times Square Unbeatable Location & Spacious Room

“New York Hotel”

Ranking

Web Page
Selection

Inverted index

Relevance Ranking

Page Ranking

e Title
* Body
e Anchor
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Manhattan, New York Hotels - Empire Hotel Group, New York,
NY

New York City's Empire Hotel Group is home to a diverse collection of seven illustrious
hotels: The Luceme, The Belvedere, The Newton, The Travel Inn, The _.
newyorkhotel.com = 1 day age

Official Website | Johor Bahru Hotel: New York Hotel ...
Centrally located in the commercial district, New York Hotel is a business hotel with 413
well appointed rooms - the ideal stop-over for all leisure and business ...
www.newyorkhotel.com.my ~ 18 hours ago

NewYorkHotels.com | Book hotels in New York with our ...

Find your Perfect Hotel in New York. Compare prices and features and check reviews.
Huge Savings in more than 500 hotels to choose from
www.newyorkhotels.com ~ & hours ago

New York Hotels: Find 680 Cheap Hotel Deals in New York ...
Need a hotel in New York? Choose from over 680 New York hotels with huge savings.
Whatever your budget, compare prices and read reviews for all our New York hotels.
www.expedia.com/New-York-Hotels.d178293.Travel-Guide-Hotels ~ 1 day ago

New York Hotels - Save 50% Off on Hotels in New York ...

Park Central New York - New York Hilton Midtown - Pod 39 - Hotel Pennsylvania
Looking for Hotels in New York City? Save 50% Off on NYC hotels and Earn a Free Night
with our Welcome Rewards Program at Hotels.com. Book a New York Hotel today!
www.hotels.com/de1506246 ~ 9 hours ago
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Key Components

___________________________________________________________________________________

'Search — Ranking | Ads - Auction
| * Heuristically designed ranking and
. pricing rules
* GSP auction ranks ads by pClick X bid

* Heuristically designed ranking models

IDF(qi)f(qi,D)(k,1+1)

* fem2s(D,Q) = X ’  GSP ti h lick
gy’ S pucton sharees lcked ads by
IDF(q) = log—_ )q 0% - petick
s ' .| * Under rationality assumption

* For GSP, there always exists at least one
pure Nash equilibrium

* The worse-case social welfare in
equilibrium is around 80% of the optimal
social welfare.

PRank(vj)
vj€inlink|vi] loutlink[v;]|

* PRank(v;) = ),

_________________________________________________________________________________
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Key Components

___________________________________________________________________________________________________________________________________________________________________

'Search — Ranking - | Ads — Auction
'« Heuristically designed ranking models | | * Heuristically designed ranking and
| .| pricing rules

* GSP auction ranks ads by pClick X bid

J e GSP auction charges clicked ads b
N _l]; (g(;’g)ikol(sl_b +b AVDL) pCliCkrllJextIXbidnextg ! y
i : .

() 1-) — |00 i i pClle

IDF(q;) i\D)(k1+1 E
* fem2s(D,Q) =X 1L BT |D|) ) |

 Conventional approaches are based on heuristically
designed magic formulas, or strong assumptions.

* Are these heuristic methods optimal? Can we
improve them in an effective way?

2014/9/18 ADL - Tie-Yan Liu 9
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“Data” vs. “Heuristics + Assumptions”

_ User Click Logs
Optlmal on Search

Ranking

Optimal Auction
Mechanism

Results

<UID_1, “hotel”,, 2014-9-1 10:10:12>
<UID_1, “hotel”, URL_4, pos: 2, 2014-9-1 10:10:14>
<UID_2, “car”, 2014-9-1 10:10:30>

<UID_1, “car”, AD_10, Pos:3,2014-9-1 10:10:40>
<AID_3, bid=5, keyword="hotel”, 2014-9-1 10:11:01> I
<AID_3, bid=10, keyword="“hotel”, 2014-9-2 08:09:00>

Instead of relying on heuristics and assumptions, we can let the data speak for us

2014/9/18 ADL - Tie-Yan Liu 10
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s Ranking a New Problem?

e Reduce ranking to regression

<
§ * Treat relevance degree (click frequency) as real values
é e Example: Regression [Cossock and Zhang, 2006].
é * Reduce ranking to classification
S * Treat relevance degree (or click event) as categories
e Example: MC-Rank [Li, et al. 2007].
<
U . [ [ o e .
© * Reduce ranking to pairwise classification
= e Classify the order between each pair of documents.
o e Example: RankSVM [Herbrich, et al. 2000], RankBoost [Freund, et al. 2003].
E
£

2014/9/18 ADL - Tie-Yan Liu 12
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Example: Subset Ranking
[Cossock and Zhang, COLT 2006]

* Regard relevance degree as real number, and use regression to learn
the ranking function.

4.5

LUy )=ty flx) ——
4
2 35 - \\\ /, _
L /]
ryor]r ] ] ] \ /
25 \ / i
\ /
2 \, /
15
1
05
0 I
2 15 1 0 0 05 1 1 2

Regression-based

2014/9/18 ADL - Tie-Yan Liu 13
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Example: McRank

[Li, et al. NIPS 2007]

* Multi-class classification is used to learn the ranking function.
* For document x;, the output of the classifier is y;.
* Loss function: surrogate function of I{yj:tj?j}

* Ranking is produced by combining the outputs of the classifiers.
K
P = P(yj =k), f (Xj) = Z pj,kk
k=1

Classification-based

2014/9/18 ADL - Tie-Yan Liu 14



Example: Ranking SVM

[Herbrich, et al.

Advances in Large Margin Classifiers, 2000]

* Ranking SVM is rooted in the framework of SVM

* Kernel tricks can also be applied to Ranking SVM, to handle complex

non-linear problems.

2014/9/18

x, — X, as positive instance of
learning

Py
“““
P}

Use SVM to perform binary

"1 classification on these instances,

to learn model parameter w

Pairwise Classification-based

ADL - Tie-Yan Liu
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Appropriate Reductions?

e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e

/» “Rank” as learning target
| * Top-ranked documents are more important

* Relative order > absolute score

e Evaluations are rank-based (NDCG, MAP, etc.)

. AP = Yk P@k-g (™1 (K))
#{docs with ground—truth label 1}’

« NDCG@K = Z,, ¥, G(r~t(k))/log(k + 1)

e e e e e = e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e

_______________________________________________________________________________________

. “Query” as important notion
|  Documents are comparable only w.r.t. the same query
* Evaluations are averaged over queries

_____________________________________________________________________________________________________________________

2014/9/18 ADL - Tie-Yan Liu

Something
important
for ranking

IS missing...

Microsoft
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Appropriate Reductions?

* Example:
* Model f: f(A)=3,f(B)=0,f(C)=1 ACB
* Model h: h(A) =4,h(B) =6,h(C) =3 BAC
e ground truth g: g(4) =6,g(B) =4,9g(C) =3 ABC
* According to NDCG or AP: sim(f,g) > sim(g, h)

* Pointwise distance/pairwise comparison contradicts ranking measures
* According to pointwise distance: sim(f,g) < sim(g,h).
* According to pairwise comparison: sim(f,g) = sim(g,h).

2014/9/18 ADL - Tie-Yan Liu 17
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Listwise Approach

* Instead of considering individual documents or document pairs, treat

the entire document set x? = (xf, . xl?,l) associated with the same
guery as a learning instance.

* Define “listwise” loss function on ranked list (permutation) of these
documents

* Learn the ranking model by minimizing the listwise loss function

Notion of query is naturally captured.

Ranking positions are visible to the learning algorithm.

2014/9/18 ADL - Tie-Yan Liu 18
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Representation of Ranked Lists

* Ranked list € Permutation probability distribution

5 ! Plackett-Luce Model
f: (IA)=3, fAB)=0, AC)=1; -
Ranking by /: ABC & . (7] f)=H exp(f (X))
PL
R FEFET PILEUC)
P, (ABC| f)- exp(f (A)) | exp(f(B)) |lexp(f(C))

| exp(f (A))+exp(f (B))+exp(f(A))|exp(f (B))+exp(f(C)) [exp(f(C))

= |

P(A ranked No.1)
P(B ranked No.2 | A ranked No.1)

P(C ranked No.3 | A ranked No.1, B ranked No.2)

2014/9/18 ADL - Tie-Yan Liu 19



Distance between Ranked Lists

| 0.616

PAr)

fo f(A) =3, /(B)=0, (C)=1; o B
Ranking by /i ABC

P, ()

é;: é;([\) ==fi,é;(E3)=“4,é;((:)==3; (-9
Ranking by g¢: ABC

m

CAB
CBA

<,
@
o
O
=
=

Py(rr)

h: h(A) =4, h(B)=6, h(C)=3;
Ranking by #: ACB

T

2014/9/18

ADL - Tie-Yan Liu

% Using KL-divergence
to measure difference
between distributions

AN
e )
< @&Q

o R d(f, g) = 0.46

&% 2
% T(J@/
S

\

d(g,h) =2.56

_/

B2 Microsoft
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Listwise Loss Functions

e ListNet [Cao et al. ICML 2007]

* Minimize KL divergence between permutation probabilities of ranking model and ground
truth

* L(f;x,9) = D(Ppr(m|g)||Pp. (| f (X))
e ListMLE [Xiao et al. ICML 2008]
* Directly maximize likelihood of ground truth permutation induced by ranking model

« Pp(ntlg) > Py(m) = {1'” — " L L(fix,g) = —log Ppy (m, | (X))

0, otherwise
 Model general ground truth labels using “equivalent permutation set” [Liu, FnTIR 2009]
* L(f;x,9) = rrelbn (—log Pp. (7| f (X))
Tiig

* For relevance degree or clicks: Oy = {n|u < v,if g(n~ (W) > (= (v))}
* For pairwise preference: Q, = {n|u < v,if g(r~'(w), 71 (v)) = 1}

2014/9/18 ADL - Tie-Yan Liu 21



Experimental Results on LETOR Benchmark

2014/9/18

Winning number: comparison with other algorithms over all 7 sub datasets in LETPOR

/

.

N@1 N@3 N@10 MAP

W Regression
B RankSVM
B RankBoost
W ListNet

\

/

{ListNet}>{RankSVM, RankBoost}>{Regression}

http://research.microsoft.com/~letor/

ADL - Tie-Yan Liu
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Listwise Ranking Functions

* Beyond pointiwse ranking function
* Instead of simply sorting the scores assigned to individual documents, also
consider relationship between documents (topic diversity, domain hierarchy).

* C-CRF [ain et al. NIPS 2008] ®» & ®
@

exp{X; 2k akh,lc(giq,xq) + Zi,j 2k ,Bkhizc(giq»g;’lfxq)}} o ) @'0 ) 2

1
Z(x9)

* R-RSVM [qin et al. www 2008]

f(x) = arg mZin{a11 (h(x;w),z) + BL, (R, 2)}

P(g?1x%) =

2014/9/18 ADL - Tie-Yan Liu 23



Listwise Ranking: An Important Branch
\

2014/9/18

Pairwise Approach Listwise Approach

Pointwise Approach

RankNet[2]

RankingSWVM][15]

RankBoost[12] P-Norm Push [24]
Ordering with preference LambdaRank [1]
function[#] IRSVM([3]

Polynomial regression

Function[13] Threshold-based loss function

for ordinal regression|22]

Ranking with large
Subset ranking

margin principles|25]

AdaRank[33]
ListNet[4]
RankGP[35]
SVM-MAP([36]

Decision Theoretic Framework [or Ranking [39]
SoftRank [27]
CDN Ranker [16]
PermuRank [34]
AppRank [20]
SVM-NDCG (6]
ListMLE[32]

BoltzRank [31]
SmoothRank [7]

Robust Pairwise Ranking with Sigmoid Functions | 5]

Magnitude-preserving Ranking [9]

FRank[28]
Multiple hyperplane
ranker[19]

(rBRank [37]

C'WA for Ranking [29]
(JBRank[3]

SortNet [23] Robust sparse ranker [26]

-

PRanking[11] with regression[ 1)) MCRank[17] N )
Logistic Regression based Ranking [14] RankCosine [21] Association Rule Ranking [30]
5VM-based Ranking |1¥]

= 2005 2005 2006 2007 2008 2009

Algorithmic development of learning to rank is booming

ADL - Tie-Yan Liu
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Beyond Empirical Results

* In practice, one can only observe experimental results on relatively
small datasets. Such empirical results might not be reliable, because
* Small training set cannot fully realize the potential of a learning algorithm.

* Small test set cannot reflect the true performance of an algorithm, since the
real query space is too huge.

e Statistical learning theory analyzes the performance of an algorithm
when the training data is infinite and the test data is randomly
sampled.
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Generalization Analysis

*In thg training phase, one learns a model by minimizing the empirical
risk R(f) on the training data.

* In the test phase, one evaluates the expected risk R(f) of the model
on any sample.

e Generalization analysis is concerned with the asymptotical bound of
the difference between the expected and empirical risks, when the
number of training data approaches infinity.



B2 Microsoft

Generalization Analysis for Learning to Rank

Loss L(f;%, g) n
on finite data Training _; Ranking Test
Process Model Process

\
' Can this process generallze? »
4

Measure (1-NDCG,
1-MAP) on infinite data

New theory is needed due to
unigueness of ranking

' ) N
Structured query =

el
training data : Doc1 Labell

Web
Documents

2014/9/18 ADL - Tie-Yan Liu 27
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How to Get There...

Test Measure < Training Loss + ¢(n,m,F)

Test < Test Training +
Measure - Loss < Loss
\ J

|
To perform this generalization analysis,
@ we need to make probabilistic

assumptions on the data generation.

2014/9/18 ADL - Tie-Yan Liu 28



B2 Microsoft

Previous Assumptions

Instance Ranking [Agarwal et al., 2005; Clemencon et al.,2007]

Doc m

|
; Label 1 | Label2 | Label3 [

T T
.

0&3ar-

No Notion of query

“Deep and shallow training sets correspond to
the same generalization ability”.

P . N S L S g N S S S i

2
[=]
]

0815

B A TR RN L L L T

=
2

Test set NDCG(10)
5

e

e
@

e . .......... ._ .......... ._ .......... . __________ . __________ . ] —— Saﬂlp]e Quen'es ...... .

i | == Sample Documents

| 1 1 1 1 | I I I

0 20 30 40 50 a0 70 a0 an 100
Training set size (Percentage)

[Yilmaz and Robertson, 2009]

=
b
5]

=
in
=]

2014/9/18 ADL - Tie-Yan Liu 29
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Previous Assumptions

Instance Ranking [Agarwal et al., 2005; Clemencon et al.,2007]

Doc m

Doc 1 Doc 2 Doc 3
RO oc: Doc2 [Docs
. Label 1 | Label 2 | Label 3

Subset Ranking [Lan et al.,2008; Lan et al.,2009]

d ......
@ -
“More training documents will not enhance Doc . Doc .
.. en Setl | Setl Setn | Setn
and even hurt generalization ability”.

2014/9/18 ADL - Tie-Yan Liu 30
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Two-layer Sampling
[Chen et al. NIPS 2010]

— P

web BEECUNN 0o |0oc2 foocs
gy A e

L«/ l
\
Feature Feature Feature Feature
b Vector 1 Vector 2 Vector 3 Vector m

Label 1 Label 2 Label 3

2014/9/18 ADL - Tie-Yan Liu 31



Two-layer Sampling
[Chen et al. NIPS 2010]

RN
{ Different from instance ranking

* Sampling of queries

 Documents associated with different queries are
sampled according to different distributions

e Different from subset ranking

 Sampling of documents for each query is considered.

Elements in two-layer sampling are neither
independent nor identically distributed.

2014/9/18 ADL - Tie-Yan Liu
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Generalization Bound

Theorem 1. Suppose [ is the loss function for ranking, F is the function class of the ranking
model, and [°F is bounded by M, and Rademacher average E[R,,({°F)] is bounded by
D(I°F, m), then for arbitrary sample distribution, for Vf € F, with probability at least 1 — &,

4

R 2M2 log(%) i 2M2 log(3)
RUP) < Ry () + DT, ) + 225D 4 15 (1o, [24]) + Jzi =

min?

With fixed total budget of labeling (3;; m; = C), when the ranking function class satisfies
VC(F) =Vand |f(x)| < B, the optimal tradeoff between number of queries and number of
document per query (shallow or deep) is:

* ciVV + /ZIOg(g)

C
n = \/E; m;‘EF

c1V2V
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Generalization Bound

Theorem 1. Suppose [ is the loss function for ranking, F is the function class of the ranking

model, and [°F is bounded by M, and Rademacher average E[R,,({°F)] is bounded by
D(I°F, m), then for arbitrary sample distribution, for Vf € F, with probability at least 1 — &,

4

RUP) < Ry, (F) 4 DAF,m) + (225D | 15 (o, |71 ) 4. J %,

2M? log(%)

m;n?

Al .‘. DIAlL DLI(10£] () ..‘l' - VYY) - — A T1ET) (] £ .I.l‘ [ ] .l = = -

For more complicated ranking function class, more documents per

qguery and therefore a deep training set is preferred; For simpler
ranking function class, a shallow training set is preferred.

2014/9/18 ADL - Tie-Yan Liu 34
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How to Get There...

Test Measure < Training Loss + ¢(n,m,F)

Test < Test Training +
Measure - Loss < Loss
\ J
|

| @ | @

2014/9/18 ADL - Tie-Yan Liu 35
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Loss Function vs. Ranking Measure

* Loss Function in ListMLE, as an example
L(f;x,g9) = —log Pp,(14|f (X))

Based on the scores f(x) produced by the ranking model.

1- NDCG (Normalized Discounted Cumulative Gain)
NDCG@K = 7, Z Gt 1(k)) /log(k + 1)
K

Based on the ranked list 7t by sorting the scores.

__________________________________________________________________________________________________________________________________

Very different mathematical forms

2014/9/18 ADL - Tie-Yan Liu 36
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Challenge

* Relationship between loss and measure in ranking is unclear due to
their different mathematical forms.

oz,
oy =

e Ragnking Measures

2014/9/18 ADL - Tie-Yan Liu 37
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Challenge

* Relationship between loss and measure in ranking is unclear due to
their different mathematical forms.

exponential

* |n contrast, for classification, \
both loss and measure are 1N
defined regarding individual
documents and their SN
relationship is clear. 1T

~
EERCOER
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Essential Loss for Ranking
[Chen et al. NIPS 2009]

 Model ranking as a sequence of classifications

Ground truth permutation: g={A>B>C>D}
Prediction of the ranking functionf: 7 ={B> A> D > C}
g T
@ r@ \ ( g - Classifier
| Tr(X
B Al = c oL= ©C] O re)
< C > S D > 3 F 3 > D C Output the
D C . document with the |
D C s ' largest ranking score |

Ls(f; — / The weighted classification error for
s(F5%9) = ) BOr,(xs)06) reighted cassification e
S

2014/9/18 ADL - Tie-Yan Liu 39
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Essential Loss vs. Ranking Measures

Theorem 2. Given K-level rating data with n;, objects with rating k, the
following inequalities hold for Vf:

1)1 — NDCG(f; %, g) < ZnLg, (f;X, g), where B (s) =
2)1—AP(f;%,g) < —

Lisgr M

G(g(n_l(s))

log(s+1)
Lg,(f;X,9), where B,(s) = 1.
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Essential Loss vs. Loss Functions

Theorem 3. The loss functions of many learning to rank methods
including RankSVM, RankBoost, and ListMLE, are all upper bounds
of the essential loss, i.e., for Vf:

max [ (s)

Le(fi% 9) < ——>—L(i%9)
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Overall Theory

* (1-NDCG), (1-MAP) < Essential Loss £ Loss Functions

max 1 (s)Zy

1 — NDCG(f;%,9) < ZnLg, (f3 %, g) < — I L(f;x,9)

1 1
1—AP(f;x,g) < Lo (f:x,9) < L(f;x,
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Summary of Part |

* Learning to rank methods

* Better to treat ranking as a new machine learning problem, rather than simply
reducing it to regression, classification, or pairwise regression

* Both listwise loss function and ranking functions could be employed

* Generalization theory for ranking

* Essential loss plays as a bridge between ranking measures and widely used
loss functions for ranking

* Minimization of widely used loss functions can effectively maximize ranking
measures



Part Il: Machine Learning for
Ad Auctions
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Revisit of Auction Mechanism

* GSP auction
* Ranks ads by pClick X bid

pClickpnextXbldnext
pClick

* Naive application of machine learning: learn pClick then follow GSP

Relevance features

* Charges clicked ads by

. Historical clicks
x N P(c = 1]xf) = ! .
@ ; 1+ exp(—Y -, Wjxi)
i J 7]
P ¥
Feat S !
exraction MR Machine [ VRN Clck
@ : learning probability
L
Xa
w= argmaxw(z log (P(ci|xi)) + log(P(w)))
i=1
Label
2014/9/18 ADL - Tie-Yan Liu
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What’s the Problem?

* User click behavior is more complicated than pointwise classification
* Advertiser behavior is totally missing in the approach

e GSP auction is not a data driven model

User Click Behavior Prediction  Advertiser Bidding Behavior Modeling Auction Mechanism Design

Game-theoretic machine
learning for mechanism
optimization (IJCAI 2013)
Auction with value externality

Fictitious play model (WINE
2012)

Rationality model (WWW 2013)
Markov Behavior Model (AAAI

Psychological click prediction
(KDD 2013)

Relational click prediction
(WSDM 2012)

2014) (AAMAS 2014)
Broad-match GSP auction (EC

2014)

Temporal click prediction
(AAAI 2014)

2014/9/18 ADL - Tie-Yan Liu 46
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1. User Click Behavior Modeling

* Psychological click prediction

* Beyond modeling “what (relevance)” and “how (historical clicks)”, model
“why” users click on ads

* Relational click prediction

* Instead of considering ad impressions as i.i.d. samples, model externality
between different ads

* Temporal click prediction

* Instead of considering ad impressions as i.i.d. samples, model temporal
dependency between different clicks of the same user on the same ad

2014/9/18 ADL - Tie-Yan Liu 47



Why Users Click?

What (Relevance)

hotel in las vegas

11,800,000 RESULTS

TheHotel Mand
alay Bay - Gi

;HEholel MandalayBay com Official Site.

est rate guarantee on luxury hotel suites Book 1 Bm25 60 m d
Hotel Las ve .

as - Sawv
Www.ORBITZ com/Hote] Sauee up to 50% on your Hotel
Bm25: 68

Limited Time Only - Don't Miss Out!
Check-In Tonight Check-In This Weekend - Orbi

Hotel In Las ve
as - Las Vv :
Palazzo comv‘\/egaslsTheF’alazz(; egas Al Suite LU’SU[Y ReS(_\rf

CTR: 8%

ne e Palazzo CCommoda IOH'S MazZiny minenn s P.
Y L
D At Th A dat A 1 Sune Life ackage

Hotel in Las ve
as - Offici i
Sholvy SC.JI":“LasYegasHoteIAndCal::\oS"e LVH Las Veaas

o Bm25: 66 | CTR:3%

Average Pearson correlation between relevance

score (BM5) and click is only 0.08.
(Very weak, almost equivalent to random guess!)

2014/9/18
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How (Historical Clicks)

Hotel In Las Vegas - Save up to 50% on your Hotel.

www ORBITZ com/Hotel _Sale

Limited Time Only - Don't Miss Cutl
Check-In Tonight - Check-In This Weekend - Orbitz Hotel Sale

percentage of users of different CTR Range

[15%,100%]

[0%,15%)

|
30.00% 40.00% 50.00%

0.00% 10.00% 20.00%

60.00% 70.00% 80.00% 90.00%

Given the same ad, the variance of CTRs across
different users is very large. Difficult to predict one
user’s click behavior based on other users.

(Dataset: production pClick training data set with 15M ad impression, ~2M query event)
ADL - Tie-Yan Liu

48



Why Users Click?

Query: Nike

Free Nike Coupons
Download And Print Nike
Coupons (100% Free)

0.08

Nike - Sale Prices
Latest Fashions and Styles on
Sale. Buy Nike Fast!

AKADEMA Baseball Outlet
PRO, ROOKIE, FASTPITCH,
APPAREL BATS, MITT & GLOVES
$7.99 - 199.99

0.

0.003

Discount, Free

2014/9/18

Query: Perfume

Perfume.com official site
10,000+ brand name perfumes and
colognes - up to 80% off retail!

Luxury English Perfume
Shop online for luxury perfumes for 5} s]0)5"
men, women & the home.!

Versace Perfume
The Scent of You. Discover Versace 0
Perfumel!

Trust, Brand

ADL - Tie-Yan Liu
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Query: HP Drivers Download

HP Drivers Download
(Recommended) Download HP 0.484
Drivers. Download HP Drivers in
Seconds.

HP Drivers Download
Free Download: HP Drivers Update. 0.167
Download & Install HP Drivers Now

HP Drivers Downloads
(Recommended) HP Printer Drivers.  0J10%]
HP Drivers Download Center.

Fast, Convenient

49
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o
=
o

0.01

0.005

rerceraye ui aus

Percentage of ads

Why Users Click?
| Patter | Covege |  CTRLft

ads with pattern "coupon”

“coupon” 2.2%
“x% off” 4.1%
“official” 2.6%

0.05

B2 Microsoft

+47.5%
+19.7%
+25.0%

ads without pattern "coupon”

0.05

4 V4
return guarantee 1.9% +31.4%
ads with pattern "x% off" ads with pattern "official" ° ads with pattern "return guarantee”
< : ; € 0.03 . : 8
----------------------------------------------------- ° R O O O O e e Y Yo
[o] o [=2)
& £ pu
""""""""""""""""""""""""""""" S AU I - L0 X T/ T
(2] o (3]
o . . . . - ———— K
0.1 015 0:a "o 0.05 0.1 0.15 0z% o 0.05 0.1 0.15 02
ads without pattern "x% off" ads without pattern "official"
G 0.06 ; . £ 0.06 : : 8
3 S 3
1 1 S R 1 1 e
o [=2) [=2)
B pu hu
e A 75 002 rorrmrm s 1 5
- - Y o o
0.1 0.15 0:2 o ' ' v g ' ' o
CTR & %o 0.05 0.1 0.15 0:% 0o 0.05 0.1 0.15 02%
CTR CTR CTR

2014/9/18

ADL - Tie-Yan Liu
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Generalization: Users’ Psychological Needs

L Advance your career Your dream Achieve yours Your ideal
Self-actualization Y i Moments of yours
First Class Top Quality VIP Ultimate Just for you Unique Top Brands
Esteem Experience Specialty
Find it Nearby e b2 Hotels in Chicago  Same Day Shipping

8888 Paypal Accepted

\ Save money \ \ Bestprice‘ \ 30% off \ ‘ Coupon ‘ \FreeShipping‘ \ 20%Discount\

Maslow's hierarchy of needs

2014/9/18 ADL - Tie-Yan Liu 51
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Psychological Needs Mining [wang et al. KDD 2013]

Pattern similarity = term overlap

Neighborhood graph construction based on similarity threshold
Personalized PageRank based propagation

Compute pseudo label (mean) and uncertainty (variance)

4 * Remove query and bid keyword
< =~ * Tokenize digits and locations

Refined candidate
patterns

A 4

Label propagation

Candidate Patterns
Uncertainty-based Labeled pattern

active learning candidates

Keep updating

" lterations

Frequent Pattern
Mining

Human Labeling

Most uncertain e .
(to predefined

candidates

categories)

Ads corpus > . !
reprocessing
* logs o4 Patterns whose Clpi) / ,
—  pseudo labels are > . ittsm
i atabase
* Based on document certain enough \

frequency and CTR lift

Psychological Needs ~500 patterns

2014/9/18 ADL - Tie-Yan Liu 52
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Psychological Needs Mining [wang et al. KDD 2013]

WEB WAGES VIDEOS MAPS NEWS HOTELS  MORE

OING  hotelin las vegas

11,600,000 RESULTS

Hotel In Las Vegas - Save up to 50% on your Hotel,
www ORBITZ comHotel_Sale

Linited Time OnlyEEMTETRSZRTTES - Don't Miss OutTENEaREETy"
Check-In Tonight - Check-in This Weekend - Orbiz Hotel Sale

TheHotel Mandalay Bay - Official Sitefsrsy.

THERotel MandalayBay.com

Best rate ENTIETEY guarantee[EEEDY on kiruryTEIXED hotel suites. Book today Bl
octuaizason]

Hotel In Las Vegas - Las Vegas All Suite Luxus Resort.
P ] Paiazzo

Hotel In Las Vegas | Venetian.com
Venetian comHotel

Venetian.ct
Legendary Las Vegas LuxuryTIITNIN Hotel Suites From Just $148 Pe RIS Night!

2014/9/18

Psychological
Matching

™~

Pattern \

\ Psychological needs

database /

C(u)) = % ¥.1C(ay), a € {ads clicked by u;}

* Use ads clicked by a user to predict
Psychological needs her preferences on pattern clusters
for users * Use patterns hit by an ad to compute
the needs addressed by the ad.

~30% users covered

Historical click-

Projecting users on ads through log

~80% ads covered

Projecting ads on
for ads

pattern clusters

C(a;) = rrzljax C(px) px € {hit pattern in ad a;}
k

Hierarchical clustering for ;
8 Hierarchy of pattern

clusters

pattern aggregation in the
same category

~5 top-layer clusters

* Use term overlap, differences in CTR, pseudo per category

label, etc. to define pattern similarity

ADL - Tie-Yan Liu
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Click Prediction based on Psychological Features

6%

5%

4%

3%

Relative gain over HF

2%

1%

0%

2014/9/18

M Relative gain in RIG

M Relative gain in CTR

HF-RF HF-DPF

e HF: only uses historical click features.
e HF-RF: uses historical click features and relevance features.

e HF-DPF: uses historical click features and desire pattern
features.

e HF-DPLF: uses historical click features and both desire pat-
tern and desire level features.

e HF-RF-DPF: uses historical click features, relevance fea-
tures, and desire pattern features.

e HF-RF-DPLF: uses historical click features, relevance fea-
tures, and both desire pattern and desire level features.

4-5% CTR increase corresponds to

hundreds of millions of revenue increase...
HF-DPLF  HF-RF-DPF  HF-RF-DPLF

Method

ADL - Tie-Yan Liu 54
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1. User Click Behavior Modeling

* Psychological click prediction

* Beyond modeling “what (relevance)” and “how (historical clicks)”, model
“why” users click on ads

* Relational click prediction

* Instead of considering ad impressions as i.i.d. samples, model externality
between different ads

* Temporal click prediction

* Instead of considering ad impressions as i.i.d. samples, model temporal
dependency between different clicks of the same user on the same ad

2014/9/18 ADL - Tie-Yan Liu 55



Externality between Ads

2" Microsoft

* An ad has lower CTR if shown together with high-quality (CTR) ads

2014/9/18

iTunes Account

iTunes & Official Store

Download the Latest iTunes Music,
Movies & More from the ITunes Store
www.Apple.com/iTunes CTR=0.26

Ask Tech Support Now
18 Tech Support Reps Are Online.

Ask a Question, Get an Answer ASAP.

Tech-Support.JustAnswer.com

iTunes Account

iTunes @ Official Store
Download the Latest iTunes Music,
Movies & More from the ITunes Store

www.Apple.com/iTunes CTR=0.18

Apple ITunes® Downloads
Official iTunes Downloads Music,
Movies, TV-Shows For IPod-iPad-
iPhone

www_ AppleiTunesDownloads.com

ADL - Tie-Yan Liu
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Quality as Externality

* Not as obvious as expected

2014/9/18

ACTR

10%
8%
6%
4%
2%
0%

-2%

-4%

-6%

-8%

-10%

e

0 005 01 015 02 025 03 035 0.4

Average CTR of surrounding ads

ADL - Tie-Yan Liu
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Similarity as Externality

e Clearer trend observed

2014/9/18

ACTR

5%

0%

-5%

-10%

-15%

-20%

-25%

0

01 02 03 04 05 06 07 08 09

1

Term overlap with other ads

ADL - Tie-Yan Liu
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Similarity as Externality

e Clearer trend observed

5%

0% G

-5%

-10%

ACTR

-15%

Similarity is strongly negatively correlated with ACTR:

Pearson correlation coefficient is -0.943.

2014/9/18 ADL - Tie-Yan Liu 59
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Continuous Conditional Random Fields
[Xiong, et al. WSDM 2012]

* Conditional probability:
* Given X, input feature vectors of ads and Y, the log mod of CTR

1
PIVIX) = o) hGuXiw)+ ) Bg(vy, X))
i Jj>i
Vertex feature function Edge feature function
O K500 =~ 9’ 9033.0) = =50,01+ )
Model the single S; j means the similarity
ads feature x; between ads i and ad j.

2014/9/18 ADL - Tie-Yan Liu 60
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Learning and Inference

* Maximum likelihood estimation for learning

N

L(6) = Z (—Z(yiq—f(xf’: w))? —BE s,; O + v = logZ(X")>

q=1 [ Jj>i

* During inference, find the Y that maximizes the conditional probability:

Y* = argmaxyP(Y|X; 60)

= argmaxy {—(Y — f(X; W))T(Y — f(X; W)) — ,BSTY}

P(Y|X; @) is concave w.r.t. Y, and maximization can be efficiently performed.
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Experimental Results

120%

0%
100%
-5%
80% -10%
-15%
60% H NS o
- -20%
H NS
® CRF e«
m CRF
409 -25%
-30%
20%
-35%
0%

-40%

=S

NMSE

S

Position1 Position2 Position3  Position 4 Position 1  Position 2  Position 3  Position 4 All

NS: Logistic regression, no similarity information considered
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1. User Click Behavior Modeling

* Psychological click prediction

* Beyond modeling “what (relevance)” and “how (historical clicks)”, model
“why” users click on ads

* Relational click prediction

* Instead of considering ad impressions as i.i.d. samples, model externality
between different ads

* Temporal click prediction

* |Instead of considering ad impressions as i.i.d. samples, model temporal
dependency between different clicks of the same user on the same ad

2014/9/18 ADL - Tie-Yan Liu 63
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Temporal Dependency Matters

* Last click dwell time influences next * Vanishing impact of “quick back” click
click-through rate (short dwell time) on future clicks
* Longer dwell time on the ad landing page — Users have limited memory, and tend to
tends to results in higher future click- gradually forget unhappy experience
through rates. along with the time.
35% T ‘ ‘ . , 35%
30%} 1 309%+
25%} 1 25%
o« 20%F . o 20%}
5 15%¢ . 5 15%
10%[- T 10%
5% . 59
% 50 100 150 200 250 300 %5 10 15 20 25 30 35 40 45
Last Click Dwell Time (seconds) Time Elapsed Since Last "Quick Back" Click (half-days)
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Classical Model of Temporal Dependency

* Time series analysis
* Focus on modeling trends or periodicity in time sequences
* However, temporal dependency between click behaviors is complex and
dynamic: varying timespan, multi-type, high-order, personalized.

* New model is needed — Recurrent Neural Networks (RNN)

* RNN is a proven tool to model complex dependency in sequential data in
different applications, e.g., RNN language model, RNN based
handwriting/speech recognition.

Microsoft



RNN Model for Click Prediction
[Zhang et al. AAAI 2014]

B2 Microsoft

* Training

—_—

Feedforward

n VvV y(t)

i(t-2) = / L
| /_ h(t-2)

L h(t-3)

i(t-1) - - O
i 0

Backpropagation

e TJest

— Feedforward

h(t-1)

2014/9/18
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Experimental Results

Model | AUC RIG
° Settings LR 87.48% | 22.30%
NN 88.51% | 23.76%
* Click-through logs from Bing.com RNN | 88.94% | 26.16%

* One week for training and the second week for test

78%,
T6%[
T4%
72%
70%
Q 68%

* Experimental results “el
62%[
* In terms of AUC: so]

g irst ainling idebar

* About 1.7% relative gain over logistic regression it T

» About 0.5% relative gain over neural networks (a) AUC on specific ad positions

12%
* |In terms of RIG:
* About 17.3% relative gain over logistic regression

RIG

e About 10.0% relative gain over neural networks

Top First Aainling Sidebar
“_‘LH ENN EERNN
2014/9/18 ADL - Tie-Yan Liu (b) RIG on specific ad positions 67
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2. Advertiser Bidding Behavior Modeling

)
Machine Learning \ Reality
i.i.d. behaviors ’ Self interest + bounded rationality
* Ignore strategic behavior of advertisers; » After each auction, advertisers get access to
assume previous and future behaviors partial information I; (#clicks, cost per click)
follow same distribution Given information I, and current bids b,
* The distribution is independent Of advertisers change their bids to by, ;.
auction mechanism. ‘-
,,-» Game Theory

Self interest + full rationality

e Well-defined utility + full information + capability of utility maximization
* Best response model, quantal response model (probability proportional to utilities), etc.
68
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How to Learn Advertiser Behaviors?

* More appropriate assumption: Markov Behavior Model
[Tian et al. AAAI 2014]

Next Bid by, , * Given accessible information I; and
current bids b;, bidding behaviors of
advertisers can be modeled by a
Markov transition matrix indicating how
likely they change bid from b; to by q:

. p(bt+1|al.l infp) = P(bt+1|lt , by ) =
Ty Pi(bi I, b))

Accessible Current Bid
Information I; b

Auction
Mechanism a

Basic assumption: advertisers only have limited memory — their future bidding
behaviors only depend on the previous information in a finite time period.

2014/9/18 ADL - Tie-Yan Liu 69
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Generality

* The Markov model can cover most previous behavior models used in
game theory and machine learning literature

Best response model

Quantal response model

Random model

I.1.D. model P(b£+1|lt, bé) = H{b§+1=b§}

2014/9/18 ADL - Tie-Yan Liu 70
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Aymptotical Stability

* It can be proven that the system with a general Markov behavior model will be
stable with a stationary distribution.

* The Markov behavior model can cover specific dynamic behaviors studied in the
literature of game theory, which lead to certain equilibrium.

Best response model

- Nash Equilibrium

P(b£+1|1t' by) = H{b%_l_l:arg maxp U (I¢,b)}

Quantal response model

: ; i ; —> Quantal response Equilibrium
P(bty |, bY) o< UL(1,, b, 4) Q p q

2014/9/18 ADL - Tie-Yan Liu 71
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Learnability

B€EB

Parametric Learning Non-Parametric Learning
'« Assume the transition probability | |e Directly estimate the transition
to take a certain parametricform, | | probability P;(b’|I, b)
=8 . e Given training data with size T4,
T Pi(b'|1,b) = Py(blf (w;1, b)), .| estimate P;(b’|I, b) by the
' Given training data with size Ty, .| conditional frequency in the
learn the parameters by meansof | | training data:
maximum likelihood estimation: | sT1 | ,
_ L =~ t=1"{bty1=b",bt=bht=H}
* By, = argminl(B;ag, Uy, ..., Ur,) A P;(b'|1,b) = 1
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Accuracy

Advertiser Behavior Prediction in Real Data

0.9 -
0.8 -
0.7 -
0.6 -

0.5 -

Error Rate

0.4 -

0.3 -

0.2 +

0.1 -

T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Days in bidding logs
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3. Auction Mechanism Optimization

* Conventional machine learning approach

Optimize objective function Use the learned
Define Objective Function on historical bidding data mechanism to rank and
based on i.i.d. assumption price ads in test data

* Example: RankLogistic [Zhu et al. SIGIR 2009]
* Training data: historical auction logs (queries, clicks, bids)
* Objective function: emplrlcal revenue (e.g., for first price auction with single slot)

R(w) = z z rev, (p)Cq (p)]l{mm{f(w xq(p)) f(w xq(L))}>O}

qeQ p=
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What’s the Problem?

ldeal assumption: model will not affect data Real situation: agents are strategically behaving in
distribution; i.i.d. sampling guarantees generalization. ~ response to model, resulting in non-i.i.d. distribution.

s -
. = <
Learning = Learning 8 Reaction
. Generate ¥
— | — = —
— > Q ‘ > = N
: 3 .
Generalize S Influence Q Influence
=
| = 3
Learning ‘ Learning Y _
Machine Nature 3 Machine Self-interested Agents
Data is model independent Data is model dependent
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Remove Wrong Assumptions

* Both rationality assumption and i.i.d. assumption are not realistic!
A new model under Markov assumption is desirable [He et al. IJCAl 2013]

Historical Behavior Data

Learn from historical !
behavior data how an Behavior
advertiser behave in Learner
certain situations \1,

Agent Behavior Model

Historical User Data

Predict advertisers’
bidding behaviors using
the behavior model, and
Learner optimize the mechanism
on predicted behaviors

Optimal Mechanism min L(a; Br,; uy, ..., ur,) = ar,

2014/9/18 ADL - Tie-Yan Liu 76
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Game-Theoretic Learning

Auction Given query stream u; and bid profile b; at time t, and the
1 Implement auction a, run the auction process, compute [, and compute
the expected search engine revenue: Rev(a; b, uy).

oe

Based on I;, predict bid profile b, at time t + 1 by Markov

2 . Bid behavior model B, and make it as input for auction at time
°  Update t+ 1.

Implement above process on user data with size T,, and compute the loss function (i.e., minus average

search engine revenue)
1
m L(a; BTl;ul, ...,uTz) = -

* Learn optimal auction mechanism by minimizing the loss function

?:1 Rev(a; be(Br,), u) .

" ar, = arg Elréi;ll L(a; BTl; Uq, o ,uTZ) , where A is the auction mechanism space
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Generalization Analysis

Data Training

User Random Behavior (Query/Clicks)

Mechanism
Learning

grélc,l“ll L(a; Br,; Uiy

Behavior
Learning

minl(B: ap, U4, ..., U
— BeB('O' 1o Uy )

Advertise Markov Behavior (Bids)

Markov Chain in Random Environment

2014/9/18 ADL - Tie-Yan Liu
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Test

Long-term expected performance:

R(aTZ, B*) = Aiil’looEP(u)L(aTz,BTl,ul, .

Generalization ability:

lim R(ar, B*) = ROPT

T1,T2—>oo

Error of Mechanism Learning

Error of Behavior Learning

.,uTS)
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_________________________________________________

! min [(B; ag, uq, ...,uTl) £ By, \

BEB
U

. _ . N
ggﬁ L(a; Br,;uq, ..., uTZ) £ ar,

U

. AP N . ,
Objective: lim R(aTZ,B )—>R0PT R(ar, B*) = TlglinooEP(u)L(athB Uy, e Ury) |

TlJTZ_)OO N -7

e

Error Decomposition R(aTZ,B*) — R(a*,B*) = 2KsupC(a, B*] ||BT1 — B*
a€A

Generalization Analysis

+ 2 suyg |R(aT2,BT1) ~R(a, Br, )l

A AEA

Error for

Behavior
Learning

Plsupl®r, (a1, ) = (o, 17| = ¢ Error for
|z Mechanism
e—Kas 5 (e — Kad)* |5 [ %] :
< Nay(6,A) , max ) 16N1< 16 'L°‘Ai'T2>EXp T 128K? +holT; Learning

GSP with d-dim linear reserve price function: 16V (%, Rev o cfl{s, T) < (
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_________________________________________________

/ min [(B; ag, Uy, ..., Ur,) =Br, \

B€EB
U

E mlnL(a, BTZ,'ul, ...,uTZ) — aTZ E

Generalization Analysis
a€eA @

. AP N . ,
Objective: lim R(aTZ,B )—>R0PT R(ar, B*) = T£IEleP(u)L(aT21B Uy, e Ury) |

AY
TlJTZ_)OO s -

ST e

Error Decomposition R(aTZ,B*) — R(a*,B*) = 2Ksup(C(a, B* ||BT1 — B*
a€A

+ 2 Sule(aTz;BTl) - R(a, Br, )l

A9 AEA

(r1¢f%[p¢159=21N0) 2

Parametric Method: P{||BT1 -5l = e} <2e 2T1N§CE Error for
<CZT180|2?||}[|6—2N0(|B|+1)> 2 Behavior
2 | pArnine

* The overall error bound will converge to zero when the scales of agent
behavior data T; and user data T, approach infinity;

* The convergence rate w.r.t. T; is faster than that w.r.t. T, indicating that one
needs more user data than agent behavior data for training.
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Experimental Results

w - /
>
c ©
G) O
>
]
m O
s
= 0
go w
L © * Game-Theoretic Machine Learning (10% increase)
S * Classic Machine Learning (5% decrease)
o - e Standard GSP Mechanism (Baseline)
A
< >
0 50 100 150 200
Test Period
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Experimental Results

Beyond empirical success: Is there theoretic guarantee?
Can game-theoretic learning generalize? What kind of training
data is desirable for game theoretic learning?
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Summary of Part [l

* Machine learning could be applied to user click behavior modeling,
advertising bidding behavior modeling, and auction mechanism
optimization.

* For user click behavior modeling, one needs to consider appropriate
feature engineering, externality between ads, and temporal
dependency between sequential clicks.

* Given the existence of strategic advertisers, the data distribution of
bidding data will change in response to auction mechanism change.
Game theoretic machine learning was proposed to handle this
complex case, whose generalization ability and empirical performance
were examined.
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Future Research Directions
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Machine Learning for Search Ranking

* Learning to rank
* Online learning to rank (contextual bandits, etc.)
 Structural learning to rank (diversity, whole-page relevance)
* Large scale learning to rank (parallelization, effective sampling)

* Other topics
* Query suggestion
* User modeling
* Question answering
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Machine Learning for Ad Auctions

* Game theoretic learning
 Efficient learning algorithm (surrogate loss, optimization methods)
* Online game-theoretic learning (Markov bandits, etc.)

* Applications to new domains (recommender systems, social networks,
crowdsourcing, mobile apps, etc.)

* Other topics
* Large scale learning for click prediction
* Personalization
* Rich search ads, display ads, social ads, mobile ads
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