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Introduction 

 Chinese commas  

The most common form of punctuation 

Function quite different from its English 
counterpart 

 not only function similarly as the English periods 

 but also  
 act as the boundary of sentences  

 signal the boundary of discourse units and anchor discourse 
relations between text spans 



Introduction 



Introduction 

 Chinese comma Disambiguation 

Classify the Chinese commas into multiple 
categories based on their functions  

 --- syntactic patterns 

Disambiguate the Chinese commas automatically  



Introduction 

 Related work 

from the perspective of sentence segmentation 

 Syntactic parsing for long sentences 
 Jin et al. (2004), Li et al.(2005): view this task as a part of a “divide-and-

conquer” strategy to syntactic parsing 

 Serving for some NLP applications 
 Xue and Yang (2011): view this task as the detection of loosely 

coordinated clauses separated by commas and simplify some downstream 
tasks such as SMT 

 Kong and Zhou (2013): employ this task to improve the detection of 
Chinese clauses,  and improve the performance of Chinese empty 
category recovery furtherly . 



Introduction 

 Related work 

from the perspective of discourse analysis 

View some Chinese commas as a delimiter of elementary 
discourse units(EDUs) 

Cast the EDUs identification, the first step in building up the 
discourse structure of Chinese text,  as Chinese comma 
disambiguation 
 Yang and Xue(2012) proposed a discourse structure-oriented classification 

of the Chinese commas 

 Xu et al.(2013)  also proposed a Chinese comma classification scheme 

 



Introduction 

 Work of this paper 

Classify the Chinese commas into seven categories based 
on syntactic patterns and annotate a Chinese comma 
corpus which adds a layer of annotation to the manually-
parsed sentence in the CTB6.0 corpus 

Propose a machine learning approach to Chinese comma 
disambiguation 

Employ a joint approach based on K-best parse trees to 
reduce the dependent on syntactic parsing 

 

 



Chinese comma classification 

 Seven categories 
 SB, sentence boundary. The loosely coordinated IPs that are the immediate 

children of the root IP to be independent sentences. 

 COORDIP, coordinated IPs that are not the immediate children of the root IP. 

 COORDVP, coordinated VPs, when separated by the comma. 

 SentOBJ, links two coordinated IPs in the object phrase. 

 COMP, separates a verb governor and its complement clause. 

 ADJ, links a subordinate clause with its main clause. 

 OTHER, the remaining cases of comma. 

 



Chinese comma classification 

 Chinese comma corpus 

 adding a layer of comma annotation in the CTB6 

 semi-automatic way (human adjust after rule-based approach) 

 



Baseline system: A maximum entropy approach 

 Cast this task as a multiple classification problem 

 Feature set: 

 All the features from Xue and Yang(2011) 

 Additional features: reflect the properties of the context where current 
comma occurs 



Refined system: K-best combination approach 

 Problem: heavily depend on the performance of syntactic parser. 

 Solution: 

 Using the general framework of re-ranking, joint Chinese comma 
disambiguation with the selection of the best parse tree 
 Allows uncertainty about syntactic parsing to be carried forward through a K-

best list 

 A reliable comma disambiguation system, to a certain extent, can reflect qualities 
of syntactic parse trees 

 Given a sentence s, a joint parsing model is defined over a comma c 
and a parse tree t in a log-linear way: 

P(t|s) is returned by a probabilistic syntactic parsing model 

P(c|t,s) is returned by a probabilistic comma classifier.  

     is a balance factor. 

 In our approach, P(t|s) is calculated as the product of all involved 
decisions' probabilities in the syntactic parsing model, and P(c|t,s) is calculated 
as the product of all the commas' probabilities in a sentence. 



Experimentation 

 Experimental settings: 

 Data set division: 

 Mallet machine learning package with the default parameters 

 Berkeley parser is used to generate top-best and 50-best parse 
trees 



Experimentation 

 Results 



Conclusion 

 Based on syntactic patterns, we classify the Chinese commas 
into seven categories and annotate a Chinese comma corpus 
adding a layer of annotation in the CTB 6.0 corpus.  

 Using this annotated corpus, we propose a approach to 
disambiguate the Chinese commas as a first step toward 
discourse analysis.  

 In order to reduce the dependent on syntactic parsing, a joint 
mechanism based on K-best parse trees is proposed. 
Experiment results show the effectiveness of our joint 
approach. 



Thanks for your attention! 


