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Introduction

» Task Definition

» The input of this problem is multi-structured data, including structured
data (infobox form), semi-structured data(tables and lists) and non-
structured data (free text).

» The output is <entity1, relation, entity2>, we call it entity relation
which is represented in triples.

» An example:

> given the sentence “@kHH H A4 T L (Yao Ming was born in
Shanghai) as input, the relation extraction algorithm should extract

“<gkBH, HA, | ¥#E>"(Yao Ming, birthplace, Shanghai)from it.
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Introduction

» Significance:

» These fact triples can be used to build a large, high-quality knowledge
base, which can benefit to a wide range of NLP tasks, such as question
answering, ontology learning, knowledge graph and summarization.

» Challenge of Chinese language:

» Current research mainly focuses on the processing of English resource
and the study conducted on Chinese corpus is less.

» Chinese language need word segmentation, and the proper nouns don’t
have the first letter capitalized. The Chinese entity relation extraction 1s
more difficult and more challenging.
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Our Framework

» Our framework:

» We first build a Chinese semantic knowledge base, using the corpus of
Douban web pages, Baidu encyclopedia and Hudong encyclopedia.

» An improved selecting candidate sentences method trained by CRF model is
used to extract high frequency relation words of the knowledge base.

» The method based on some simple rules and knowledge base is used to extract
low-frequency relation words.

Specifically, our contributions are:
® We propose candidate sentences selecting method, which can reduce the mis-
takes introduced by automatic tagging training data and improve the extraction
performance.
® [t’s hard to get enough training data for some rare relations. Here, we propose
the method based on some simple rules and knowledge base to extract these low-
frequency relation words.
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Our Framework

“* Chinese Semantic Knowledge Base Construction

= We extract the infobox knowledge from these corpus and represent them in
triples format <argl , rel, arg2> , like< &, EH#F, 1t 5>, and then store
these triples in our knowledge base.

= We should first traverse our knowledge base to get the frequency of this
relation word.

= [f the frequency number is greater than 500, the corresponding relation is high-
frequency; otherwise we regard it as low-frequency relation.

B E Bh SR E R Bk, #9%%, B+ k8
b Crouching Tiger, Hidden Dragon A 120 min
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Fig. 1. An Infobox from Baidu Encyclopedia
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Our Framework

+ Candidate sentences selecting method

Traverse the knowledge base to get the corresponding <argl, rel, arg2> triples.

These triples are used to locate candidate sentences in wiki-page by a scoring
model.

To generate testing data

» do word segmentation and pos tagging for the candidate sentences which are
chose as training data, and then choose the nouns and verbs

* choose the top-n highest frequency words as key words;
 these key words are used to determine the candidate sentences for extracting

For a triple <argl, rel, arg2>, we train conditional random field model to
label the arg? in the testing data.

Finally convert the annotation results to entity relation triples.
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Our Framework

» Candidate sentences selecting method

In preparing for training data step, there are two methods to score a sentence based
on the given triple <argl, rel, arg2>:

(a) Score method 1:Scorel = bArgl * (bRe 1 + 1) * bArg2
(b) Score method 2: Score2 = (bArgl + 1) * (bRe 1 + 2) * bArg2

® [fargl appears in this sentence, then bArgl = 1, otherwise bArgl = 0.
® [farg2 appears in this sentence, then bArg2 = 1, otherwise bArg2 = 0.
® Ifrel appears in this sentence, then bRel = 1, otherwise bRel = 0.

In preparing for training data step, two methods to get the final candidate sentences
from these highest score sentences:

(a) Selecting the highest score sentence first appeared in an article;

(b) Selecting all highest score sentences.

In preparing the data for extracting step, two methods to extract triples from the
wiki-page content (testing data):

(a) Choosing all the sentences in the wiki-page content;

(b) Selecting some sentences from the wiki-page content based on keyword match-

ing.
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Our Framework

*2* The heuristic rules based method

Algorithm1: The Heuristic Rules based Entity Relation Extraction Algorithm

Input: The target relations, some entities, corresponding categories and unstruc-
tured content
Output: Entity relation triples <argl,rel,arg2>, argl and arg2 are entities and rel
is the relation

1 Begin

2 Confirm the template <classl, rel, class2> of a target relation; here classl and
class2 are the categories of unknown entities. For example, a given relation “di-
rector”, we can confirm classl is movie or teleplay and class2 is people.

3 Produce an entity library, which contain entities and corresponding categories.
4 Get the keywords of target relation by using domain knowledge.

5 Select candidate sentences, which should contain keywords, and entities of
class] and class2 in our entity library.

6 Generate some simple rules to extract the entity relation.
7 End
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“* The Comparison of Various Methods of Select Candidate Sentences

(1) Choosing all the sentences in the wiki-page content, part of the experiment re-

sults:

Table 3. The extraction results of choosing all the sentences in the wiki-page content

Relation Words Precision Recall Fl Relation Words Precision Recall Fl

Geo_areal 0.1570 0.1371 0.1463 Movie Directorl 0.1443 0.0833 0.1057
Geo_area2 0.1600 0.1421 0.1505 Movie Director2 0.1633 0.0952 0.1203
Geo_area3 0.1486 0.1320  0.1398 Movie Director3 0.1782 0.1071 0.1338
Geo_area4 0.1534 0.1371 0.1448 Movie Director4 0.1458 0.0833 0.1061
Geo_district] 0.3118 0.2944  0.3209 EDU_Start timel 0.3097 0.2909 0.3000
Geo_district2  0.3059 0.2640  0.2834 EDU_Start time2 0.3117 0.2909 0.3009
Geo_district3  0.3333 0.3147  0.3238 EDU Start time3 0.3397 0.3212 0.3302
Ge_district4  0.3086 0.2741 0.2903 EDU_Start time4 0.3333 0.3152 0.3240
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“» The Comparison of Various Methods of Select Candidate
Sentences

(2) Selecting some sentences from the wiki-page content based on keyword
matching, part of the experiment results:

Table 4. The extraction results of selecting some sentences from the wiki-page content based

on keyword matching

Relation Words Precision Recall Fl Relation Words Precision Recall Fl

Geo_areal 0.3119 0.1726 0.2222 Movie Directorl 0.4833 0.1726 0.2544
Geo_area2 0.3736 0.1726  0.2361 Movie Director2 0.5439 0.1848 0.2756
Geo_area3 0.2661 0.1675 0.2056 Movie Director3 0.4110 0.1786 0.2490
Geo_aread 0.2623 0.1624  0.2006 Movie Directord 0.5469 0.2083 0.3017
Geo_districtl 0.4294 0.3706  0.3978 EDU_Start timel 0.6993 0.6061 0.6494
Geo_district2 0.4000 0.2538 0.3106 EDU_Start time2 0.7252 0.5758 0.6419
Geo_district3 0.4535 0.3959 0.4228 EDU_Start time3 0.7329 0.6485 0.6881
Ge_district4 0.4031 0.2640  0.3190 EDU Start time4 0.7211 0.6424 0.6795
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“» The Comparison of Various Methods of Select Candidate

Sentences
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The Comparison of Various Methods of Select Candidate
Sentences

1, the real results should be better than shown above

2, the extraction results of different relation words vary a lot, some results are very
good, but some are not.

3, the method of label 2 can get the highest precision and the method of label 3 can
get the highest recall, and it is hard to conclude which method can get the highest
F1 value.

4,The method of label 2 can get accurate and related training data, so this method
can achieve the highest precision. The method of label 3 can get abundant training
data to achieve the highest recall.
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< The Competition of Sougou Web-based Entity Relation Extraction

Table 5. Some example of Sougou Web-based Entity Relation Extraction Competition

Category | Relation Sentence Triples
B HH B 5 RHEF-EEERB S | <EHR5E, B #H
N 2 (EEZ2) &ZWfr. 2
KZE HiEtE 5# X B IUAHE AmEsas, 4 | <RiEth, KkFE, #
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& : Wi, <>
{Eia] <LIE%E, 1Ei[, Bx
A 5>
1 i CLIAEZ) RERBERER, KB | <KI8EZ, fFdh, B
R — K. 5>
b= ey <ZJHE%E, HEEH,
K &1 R >
T T (EFERCE)Y @B 7P E | <EMERE, S|,
HAARAIRE ST - 242>
52/ B | gwE Bzl FIa B E4%E F. < EMW =, wlE,
AL I fol B>
S MIWEEEFE (FFHE) AW EE | <FHSE, EHE, &
HPLELL R (EFFHE) . Ziti>
i 7 AR RE) h3F LR KFERR. s, WG, KF
MR/ . 2> <lkuk, WA,
/>
[R5 AR HE (REEEHKIL) E8@ii2Ex | < KEeFEHEI,
HEiFEE AR E . B &R, R ED
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The Competition of Sougou Web-based Entity Relation Extraction

= We adopt different methods to extract different frequency relation words.

= An improved selecting candidate sentences method trained by conditional
random field model is used to extract high-frequency relation words of the
knowledge base.

= And the method based on some si mple rules and knowledge base is used to
extract low-frequency relation words.

* Finally we submitted a total of 364944 triples. The precision is 46.3%
and we rank the fourth place.
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