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Introduction

» Task Definition

» given a news document and a predefined hierarchy of categories with a
depth of 2.

» the Classification and Code of News in Chinese (CCNC) as the
predefined hierarchy of categories.

» Some samples from CCNC:

01 Hif 02 il 03 32 - EFFXH
01001 EZF (HE) #E 02001 #HHFEE 03001 $P7ATERER
01002 BFETE 02002 HEFEMF 03002 *4hEEF
01003 LA 02003 £ 03003 HP TS
01004 {TEYHNAG 02004 HRFHRIR 03004 EfFRS
01005 EFFFTEER 02005 THEET @RI 03005 [EfFn)E

* We are required to provide the IDs of the categories which this document

belongs to. [&



Introduction (contd.)

» About categories,

» This hierarchy of categories consists of at most 2 levels of subdivisions,

specifically, which includes 24 main entries and 367 entries in the first
and the second levels.

» Text corpus

> includes about 30,000 news articles.

» provided by courtesy of the Xinhua News Agency.
» category annotation in XML format is:

<doc id="1">
<title=>1 R 4%, 435 R F MR L 353 540 07 3L 42 B <title>
<content >#7: ] FHEM 2 A 26 AR F 4 (A AAE) SRR E1E,
R SR, EUREN. 2R -EEFRELFE 2014 SRR TEREE £
¥, R ABRBHCERMFEI AFRNR, FIZAERSRAE A RN FERLYR
&, mEREFE AL 2000 FREFTEEFENE, Fob, ANERfPFEIENES
ML FEHAGLAHHERATRE. . </content>
<eenc_cat id =1">39.14</cene_cat>
<ccne_label id ="1">& F |1 F F£</cenc_label>

20145F12A7H EXAE

<fdoc=

» may have more than one category ID;
» with up to 2 category IDs;

» Required to sort multiple IDs in descending order with respect to their 0
confidence scores. é
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Our Framework

» Our framework based on Feature selection,
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Our Framework

“* Preprocessing,
= word segmentation or stemming;

= Removing stop-words,
 prepositions, conjunctions and pronouns;
 occur in many documents and hold very high DF scores;
« Contain little useful information for feature representation.

** Feature selection,
= Bag of words (BOW) leads to a high dimensional feature space;
= selects a specific subset of the terms from original feature;
= remove these irrelevant and redundant words;
= CHI statistic Is employed.
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Our Framework

Feature selection using CHI,
= each term is assigned with a score according to CHI function;
= with higher scores are selected;
= measures the lack of independence between term and the class,
defined as Equation (1),

(o=

Nx(AD- BC)*
(A+ O)x(B+ D)x(A+ Byx(C+ D)

(L)

Table 1 Definitions of notions used in ) statistic

Notations

Definitions

= 0 O &

Label of category /

Number of texts that contain the term t and also belong to (;
Number of texts that contain the term t but do not belong to (;
Number of texts that do not confain the term t but belong to (;

Number of texts that neither contain the term t nor belong to (;

Total number of all documents in the training data C.QK
CA
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Our Framework

-
“* From equ.(1),
= if term t and class c are independent, the value of it is zero.

= QOtherwise, the larger indicate that the term t is more related to category
C

** From Table 1,

= shortcoming of the CHI is that they just count whether a term and a
special category co-occurrence in each document,

= nstead of the frequency.

= the native score may magnify the contributions of terms with low-
frequency In feature representation;

= propose a measurement of term-goodness for feature selection in Equ.

(2),

FS(h) =log(tf(0)>"" p(e)  (L.c)). ()
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Our Framework

e
«» For construct feature dictionary, how many terms reserved ?

L=|L*c]. (3)
= Where L is total number ot terms, & reserving ratio.

<+ Advantages
= reduce the dimensionality;
= removing noisy features;
= avoid over-fitting
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Our Framework

» Feature weight,
= Tf-idf
“» Machine learning methods,

= In this task, each text may have more than one category, but the
concrete number of category is indeterminate.

= In this evaluation, we choose softmax regression model to predict a

confidence score.

= Generalized version of logistic regression for probabilistic multiclass

problems.

( p(” =11 X2, 0)

N _ 1
hf(/‘,(f)je): p(y( _2|X< 19)

P = k| X, 0)

1

K ol gh
> .

r’ea,r)[‘“j

kegw

g

(4)
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Our Framework

Estimate the parameter o |,
= the cost function,

JO) =-— (27, 3510 = Dlog p0P = J1X.0))  (6)

Table 2. The steps of parameters estimation for softmax model

Stepl. Initialize vector @ and learning rate A :

Step2. Compute V,J/(0) .then 8 =0-2V_J(0):
Step3. If || J(0)—J (9*)" < & . go to Step5. otherwise go to Step4:

Step4. Update @ with 0", and go to Step2:

Step5. Converge to an optimal solution 0.
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Measurements for evaluation

«* Measurements,

Zf # samples whose human label match model's in ¢,

Plemamnm_m =—

# samples labled as ¢; by model

1 — ¢ # samples whose human lable match model's in ¢,

Recqllm&.-:m k Z i=1

# samples labled as ¢; by human

maer T Recall
+ Recall

ZPrecision -

Fl

macrg - P . . =
TeCISI0N maero

_ # samples whose human label match model's
micrg

Precision
# all samples

Recauw}:m = Fl.rm}:m - PTECISIDHW;':“? i
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“* Experimental data

= The Chinese News articles;
= 20Newsgroup.

“* Experimental results,

= The definitions of hierarchical category indicate that the second level category
information can deduce that of first level.

= For concision, we classify the test samples directly at the second level using our
framework in this evaluation.

08 078
0.78 _—e 0.6
0.76 -4 i - 0.74 O i
0.74 ' ’ L on P : -
o on ) e 07 ™
S 068 |3 ' s 066
0.66 064 £
064 0.62
0.62 06
06 Ratio o . ‘ Ratio
01 02 03 04 05 06 0.7 08 09 1 01 02 03 04 05 06 07 08 09 1
e TF* IDF+SUM = TF*Chi+SVM —t=TFUDF4SYM == TF*Chi4SUM
pTEYIDF4SOftMax e TE*Chi+SoftMax e TF*{DF4SOftMaK. s TRCHE4SORMaN

Figure 2. The F-measurement vary with feature ratio on Chinese News articles
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e
Experimental Results on 20NGs,

Table 3. Accuracy vary with topic numbers on 20NG

SVMs SoftMax
ratio Tt*df Tf*chi T*df Tt*chi
0.1 0.7386 0.7141 0.7212 0.6807
0.2 0.7827 0.7455 0.7922 0.6450
0.3 0.8014 0.7520 0.8145 0.6931
0.4 0.7967 0.7632 0.8032 0.7027
0.5 0.8162 0.7701 0.8008 0.7215
0.6 0.8356 0.7780 0.8253 0.7360
0.7 0.8378 0.7827 0.8274 0.7372
0.8 0.8204 0.7731 0.8138 0.7451
0.9 0.8317 0.7842 0.8213 0.7543
1.0 0.8367 0.7617 0.8169 0.7574

= From Table 3,
* the terms weighting method tf *idf is more robust than tf *Chi.

« However, the softmax when the category number is small have little
merits compared with SVMs.
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