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Introduction 

 Task Definition 

 given a news document and a predefined hierarchy of categories with a 

depth of 2. 

 the Classification and Code of News in Chinese (CCNC) as the 

predefined hierarchy of categories. 

• Some samples from CCNC: 

 

 

 

 

 

 

 

 

• We are required to provide the IDs of the categories which this document 

belongs to. 



Introduction (contd.) 

 About categories, 

 This hierarchy of categories consists of at most 2 levels of subdivisions,  

specifically, which includes 24 main entries and 367 entries in the first 

and the second levels. 

 Text corpus  

 includes about 30,000 news articles. 

 provided by courtesy of the Xinhua News Agency.  

 category annotation in XML format is:  

 

 

 

 

 

may have more than one category ID; 

with up to 2 category IDs; 

 Required to sort multiple IDs in descending order with respect to their 

confidence scores. 
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Our Framework 

 Our framework based on Feature selection, 
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Our Framework 

 Preprocessing, 

 word segmentation or stemming; 

 Removing stop-words, 

• prepositions, conjunctions and pronouns; 

• occur in many documents and hold very high DF scores; 

• Contain little useful information for feature representation. 

 Feature selection, 

 Bag of words (BOW) leads to a high dimensional feature space; 

 selects a specific subset of the terms from original feature; 

 remove these irrelevant and redundant words; 

 CHI statistic is employed. 

 



Our Framework 

 Feature selection using CHI, 

 each term is assigned with a score according to CHI function; 

 with higher scores are selected; 

 measures the lack of independence between term and the class, 

    defined as Equation (1), 

 



Our Framework 

 From equ.(1),  

 if term t and class c are independent, the value of it is zero.  

 Otherwise, the larger indicate that the term t is more related to category 

c. 

 From Table 1,  

 shortcoming of the CHI is that they just count whether a term and a 

special category co-occurrence in each document, 

 instead of the frequency. 

 the native score may magnify the contributions of terms with low-

frequency in feature representation; 

 propose a measurement of term-goodness for feature selection in Equ. 

(2), 



Our Framework 

 For construct feature dictionary, how many terms reserved ? 

 

 Where L is total number of terms,      reserving ratio. 

 

 Advantages  

 reduce the dimensionality; 

 removing noisy features; 

 avoid over-fitting 



Our Framework 

 Feature weight, 

 Tf-idf 

 Machine learning methods, 

 In this task, each text may have more than one category, but the 

concrete number of category is indeterminate.  

 In this evaluation, we choose softmax regression model to predict a 

confidence score. 

 Generalized version of logistic regression for probabilistic multiclass 

problems. 

(4) 



Our Framework 

 Estimate the parameter     , 

  the cost function, 

(5) 



Measurements for evaluation 

 

 Measurements, 



Experiments 

 Experimental data 
 The Chinese News articles; 

 20Newsgroup. 

 Experimental results, 
 The definitions of hierarchical category indicate that the second level category 

information can deduce that of first level. 

  For concision, we classify the test samples directly at the second level using our 

framework in this evaluation. 

 

 

 

 

 

 

 

 

 

 

 

 Collected by Phan professor. 

 Used in Phan and Nguyen WWW’2008,   Chen et al. AAAI’2011; 

 



Evaluation 

 Experimental Results on 20NGs, 

 

 

 

 

 

 

 

 From Table 3,  

• the terms weighting method tf *idf is more robust than tf *Chi. 

•  However, the softmax when the category number is small have little 

merits compared with SVMs. 
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