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Abstract. The link prediction problem in social networks is to esti-
mate the value of the link that can represent relationship between social
members. Researchers have proposed several methods for solving link
prediction and a number of features have been used. Most of these mod-
els are learned with only considering the features from one kind of data.
In this paper, by considering the data from link network structure and
user comment, both of which could imply the concept of link value, we
propose multimodal learning based approaches to predict the link val-
ues. The experiment results done on dataset from typical social networks
show that our model could learn the joint representation of these datas
properly, and the method MDBN outperforms other state-of-art link pre-
diction methods.
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1 Introduction

With the explosive growth of SNS(Social Network Services) websites, there are
large scale data of social media [3]. The mass data includes the interactions
among social members, such as comments and links. The comment is always a
short paragraph with only one or a few sentences, which are sent from one user
to another. The link is usually a label with sign value that represent one user’s
certain kind of opinion to another, such as expressing support or oppose.

Taking social members as vertexes and links as directed edges between them,
the link network can be represented as a graph. The classical link prediction
is the problem of predicting the existence of a link between two entities, based
on attributes of the objects and other observed links [6,13]. In this paper, the
predicting task based on link network structure, as shown in Fig. 1(a), is to
predict the relation of one user toward another from the evidence provided by
their relations with other members from the surrounding social network.

Many state-of-art link prediction methods are based on machine learning
models [20]. The machine learning based methods treat the link prediction prob-
lem as a classification task. Logistical Regression model is used to classify the
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(a) predicting via link network (b) predicting via user comments

Fig. 1. The Link Prediction Problem.

link values in [11,12]. Support vector machine is used to analyse how link net-
work structure features effect link’s values in [17]. Deep belief network based
approaches for link prediction are introduced in [15,16]. However, these meth-
ods only used the data from link network structure.

The sentiment analysis or opinion mining is the computational study of peo-
ple’s opinions and attitudes toward entities and individuals [14]. Taking the ‘link’
as one user’s opinion or attitude to another user, the link prediction task is some
kind like the sentiment analysis or opinion mining as shown in Fig. 1(b). User
comments are used in [2,5,21] to improve the performance of link prediction. It
shows that the link prediction problem could be solved by using user comments
with opinion mining methods.

As introduced in [19], a good multimodal learning model must satisfy cer-
tain properties. The joint representation must be such that similarity in the
representation space implies similarity of the corresponding concepts. It is also
desirable that the joint representation be easy to obtain even in the absence of
some modalities. It should also be possible to fill-in missing modalities given
the observed ones. In addition, it is also desirable that extracted representation
be useful for discriminative tasks. Multimodal learning model focus on learn-
ing representations for speech audio which are coupled with videos of the lips
is introduced in [18]. And multimodal models for image and text described the
image are introduced in [10,22].

Assuming that one user have given good comments to the other, that user
would be more likely to give a positive link. While the one who got bad comment
are more likely to get a negative link. As a result, by learning the joint represen-
tation between the comments and links properly, we could predict the sign value
of user links with high accuracy. At that same time, this joint representation
could help to classify the polarity of user comment. This research would benefit
link prediction and sentiment analysis, both of which are hot topic in study of
social computing.

For the link prediction problem in this paper, the predicting via link network
shown in Fig. 1(a), and predicting via user comments shown in Fig. 1(b), they
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imply similarity of the corresponding ‘concept’ as link value. This inspires us to
use multimodal learning model to get the joint representation of link network
features and user comments. And we assume that joint representation could
improve the performance of link prediction based on only one kind of data.
The multimodal learning based approaches for link prediction are proposed in
this paper. The experiment results show that our method works well and the
performance of link prediction is improved.

2 Background

In this section, we review the basic principles of RBM and DBN, which is used
as a layer-wise building block for our models.

2.1 Restricted Boltzmann Machine

A Restricted Boltzmann Machine(RBM) is a neural network that contains two
layers. It has a single layer of hidden units h that are not connected with each
other. And the hidden units have undirected, symmetrical connections w to a
layer of visible units v. As shown in Fig. 2(a), {V1,W1,H1} constructs a RBM.
The model defines a probability distribution over v, h as

− logP (v, h) ∝ E(v, h) = −
∑

i

viai −
∑

j

hjbj −
∑

i,j

viwijhj (1)

where ai is the bias of visible unit i, and bj is the bias of hidden unit j. When
input a vector v (v1, v2...vi...) to the visible layer, the binary state hj of each
hidden unit is set to 1 with probability by

p(hj = 1|v) = ϕ(bj +
∑

i

viwij) (2)

where ϕ(x) = 1/(1 + e−x). When input a vector h (h1, h2, ...hj ...) to the hidden
layer, the binary state vi of each visible unit is set to 1 with probability by

p(vi = 1|h) = ϕ(ai +
∑

j

hjwij) (3)

The parameters {w, a, b} are usually trained by using the Contrastive Diver-
gence(CD) learning procedure, which is introduced in [1,7].

2.2 Deep Belief Network

The Deep Belief Network(DBN) is a multilayer, stochastic generative model that
is created by learning a stack of RBMs, as shown in Fig. 2. It can be understood
as only one RBM may not have enough abstracting ability to solve some complex
problems for there are only two layers in one RBM. And the two layers can be
though as transforming the input(visible layer) into another space(hidden layer)
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(a) link DBN (b) comment DBN

Fig. 2. The Structure of DBN.

only once, so one RBM’s ability is limited. One DBN is built up with a stack of
RBMs that could have more abstracting ability, because each layer of RBM in
DBN can make a space transformation [9].

When learning a DBN, only the first RBM is trained on the original samples
by CD learning procedure. Then the second RBM is trained by the first RBM’s
hidden activation vectors which are generated from the original samples. Do that
iteratively until the top RBM is learned. This greedy, layer-by-layer learning can
be repeated as many times as desired [8]. If a sample vector is imputed to the
first RBM of that DBN, the highly abstracted vector of that sample would be
gotten from the top RBM’s hidden layer.

3 Link Prediction Problem

In this paper, the link prediction problem is defined as follows. Taking the whole
network as a directed graph G = (V,E), V is the set of users and E is the
set of edges. Each edge linking two nodes has a sign value(either positive or
negative). Supposing there are two nodes u and v and an edge linking from u
to v. Denote that edge as e(u, v) and assume the sign value of e(u, v) is “lost”.
Supposing there is a sub graph G′, whose edges have the same assumption as
e(u, v). Meanwhile, the sign values of edges in G − G′ are known. We infer the
sign value of edges in G′ by using the information from the structure of G and
the patterns of link values from G−G′. For illustration, in Fig.1(a), a small part
of the whole SSN is shown to illustrate the link prediction problem.

4 Methodology

In this section, we describe how to extract features from link networks and user
comments. Then we introduce how to learn discriminative DBN for predicting
link values and the method of MDBN.
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4.1 Link Network Structure Features

The link network could be represented as a directed graph G = (V,E), where
V is the set of users and E is the set of edges, and each edge e has a link value
(either positive or negative) as shown in Fig. 1(a). The edge directly linking from
user u to v is denoted as e(u, v). And denote Ne(u) as the set of u’s neighbour
nodes and CNe(u, v) as the common neighbours shared with u and v.There are
total 26 link network structure features, including node features and neighbour
features.

The node features for u is counting the in-degrees and out-degrees with sign
values. Denote d+

in(u) for positive in-degree, d−in(u) for negative in-degree, d+
out(u)

for positive out-degrees and d−out(u) for negative out-degrees. There are 8 node
features.

The neighbour features includes statistical information from CNe(u, v), such
as cNNe(u, v) is the number of nodes w in CNe(u, v) and cENe(u, v) is the number
of edges between w and u, v. Then select any node w from CNe(u, v), whose
edges could have any direction with any sign value connected with u and v,
denote c(u+

→w
+
←v) as the number of nodes who get positive links from both u

and v. There are 2 directions and 2 kinds of sign values, so the relationships of
u, v and w can be divided into 16 kinds. There are total 18 neighbour features.

4.2 User Comment Features

In some online social networks, users are allowed to make some comments when
they tag a link to others, such as Wikipedia1. A small part of Wikipedia con-
tributors are administrators, who are users with access to additional technical
features that aid in maintenance. In order for a user to become an administrator
a Request for Adminship (RfA) is issued and the Wikipedia community via a
public discussion or a vote decides who to promote to adminship. Some examples
of the RfA votes are shown in Fig. 1(b). The vote can be represented as a link
with sign value, and users can also make some comments in their votes.

The text, such as comment, could be represented by the Bag of Words
model(BOW). It treats each comment as the bag of its words, and represents
text as a vector of words via the word dictionary. The word dictionary Dic con-
tains all the appeared words, and the dictionary size is lenDic. The set of words
appeared in comment from u to v is denoted as W (u, v). Then build a word
vector w(u, v) with dimension lenDic, and set the ith position to ‘1’ if the Dic’s
ith word ∈ W (u, v), while all other positions are set to ‘0’.

The lenDic is always very large for there are so many words appeared in
comments. But most of these words are only used few times, and it makes w(u, v)
very sparse. Because the number of first layer RBM’s visible units should be equal
to lenDic. We select number of top frequency words to build another Dic named
as top number, and the new lenDic is equals to number.

1 https://www.wikipedia.org
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4.3 Discriminative Deep Belief Networks

In order to use the unsupervised learned DBN to solve link prediction problem
, we added a layer of linear output units for class labels at the top of link DBN
and comment DBN. Each of the output unit stands for a class label, and the
sample’s label should be the output unit with the largest value. This output
layer works as a linear Softmax classifier, when input a sample vector v to the
bottom of DBN, the value of the jth output unit is

Oj(v) =
∑

hi∈Htop

wijhi (4)

where Htop is the hidden layer activations of the top RBM in DBN, and can be
calculated by Eq.2 though all the layers by inputting v into the bottom RBM.
And w is the weights between Htop and output layer.

Then the possibility of the class label of input vector v is

p(label = oi|v) =
eOi

∑
j

eOj
(5)

The Softmax classifier is learned with minimizing the cross-entropy loss error
as −∑

i yi log pi where yi is the class label and pi is the predicted link value.
In order to get a better classification performance, the unsupervised DBN is
fine-tuned when we update the output layer’s weights.

4.4 Multimodal Deep Belief Networks

There are two approaches to learn a Multimodal Deep Belief Networks(MDBN)
model, a shallow one as shown in Fig. 3 and a deep one as shown in Fig. 4. The
circle neural ‘Networks Unit’ means this neural unit is learned with link network
structure data, the rectangle neural ‘Comment Unit’ means this neural unit is
learned with user comment data, and the diamond neural ‘Multimodal Unit’
means this unit is learned with both kinds of data. The main difference between
the two approaches is that the shallow one is learned by original data, while the
deep one is based on well learned DBNs, which are used for discrimination in
Sect.4.3.

The shallow MDBN is a direct approach that trains a DBN over the con-
catenated link network data and user comment data. We joint the vector of link
structure features and word vector as the input for the first layer RBM, and
train the shallow MDBN with the greedy layer-by-layer learning, as shown in
Fig. 3. As the RBM can model the distribution of input samples, the 1st RBM
could represent the joint distribution of the link network and user comments.
Then the joint input is abstracted by above RBMs. However, the correlations
between the link network and user comments are highly non-linear. We found it
is difficult for the 1st RBM to represent their relations properly, so we designed
deep MDBN by taking the learned DBNs into account.
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Fig. 3. Structure of Shallow Multimodal Deep Belief Networks.

Fig. 4. Structure of Deep Multimodal Deep Belief Networks.

As introduction in Sect.2.2, well learned DBN could highly abstracted the
inputs, and the results of discriminative DBN show that the represented inputs
become linear classifiable. It inspires us to learn a multimodal model on higher
RBMs. As shown in Fig. 4, we reuse the DBNs learned for link prediction intro-
duced in Sect.4.3 as bottom RBMs. The link structure features is represented by
the link DBN(in Fig. 2(a)) firstly, and the user comment word vector is repre-
sented by the comment DBN (in Fig. 2(b)). Then we joint the highly abstracted
features together, shown as Vi in Fig. 4, and use it to learn higher RBMs. It can
be easier for the model to learn higher-order correlations between link network
data and user comments data.



130 F. Liu et al.

5 Experiments and Analysis

5.1 Experiment Setup

In our experiments, the social media data of Wikipedia RfA prepared by West
[21] is used. Before building the comment word vector, we removed the words
such as ‘support’, ‘supporting’, ‘supported’ and similar words for ‘oppose’.
Removing such words is because that these words could imply the sentiment
ploarity directly, and the model may nelgect all the other words. To avoid the
samples imbalance effects, we randomly selected 50000 balanced samples. We
use 40000 samples for training and the other 10000 for testing.

In order to make a more completely comparison with other state-of-art link
prediction methods. We learned Support Vector based Classifier(SVC), which
is widely used for link prediction [20], on the same dataset and features. We
extracted features by programming in Python, train DBNs and MDBNs in Mat-
lab, and the toolkit ‘LIBLINEAR’ by [4] is used for learning SVCs. The param-
eters of LIBLINEAR is set as (‘ − s 1 − c 1 − B 1′). The parameter −s 1
means using L2-regularized L2-loss support vector classification model, c is the
cost and −B 1 means adding bias to the samples.

5.2 Experiment Results and Analysis

The experiment results are shown in Table 1. The first column is the name
of method. We use 2 rows to introduce a DBN or MDBN, the first row is
name and the second row is the network structure as dimension of each layer
in RBM. The shallow MDBN has 26(link) + 2000(word) as input dimension.
And the deep MDBN, which reused the link DBN and comment DBN, has
100(represented link) + 500(represented word) visible units. The second col-
umn is the features used to learn the model, and top 2000 means word vector
built with top 2000 frequency words.

The experiment results is shown in Table 1. The first column is the name
of method. SVC it a multi-class classifier based on support vectors. We use 2
rows to introducing a DBN or MDBN, the first row is name and the second
row is the network structure as dimension of each layer in a RBM. For example,
(26-25-50-100) means the first RBM has a visible layer of 26 units and 25 hidden
units. Then the second RBM has 25 visible units and 50 hidden units, and the top
RBM has 50 visible units and 100 for hidden. The first RBM always has a visible
layer with the same dimension as the feature vector’s. As a result, the shallow
MDBN has 26(link) + 2000(word) as input dimension. And the deep MDBN,
which reused the link DBN and comment DBN, has 100(representedlink) +
500(representedword) visible units. The second column is the features used to
learn the model, including link structure features, word vector features, word
vector built with top 2000 frequency words, and the combine of them.

First of all, the models learned on multiple source of data outperform the
ones learned on single source of data. Both the results of SVC with concatenated
features and MDBN have better accuracy than using only one kind of features.
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Table 1. Experiment Results

Methods Features Accuracy %

SVC link structure 81.17

SVC word vector (all words) 84.81

SVC word vector (top 2000) 82.65

SVC link + all words 85.96

discriminative DBN
link structure 82.53

(26-25-50-100)

discriminative DBN
word vector (top 2000) 85.22

(2000-2000-1000-500)

shallow MDBN
link + top 2000 87.75

(2026-2000-1000-500)

deep MDBN
link + top 2000 88.50

(600-600-800-1000)

It shows that use the joint representation from different data spaces, which imply
similarity concepts, could improve models’ performance.

Secondly, by learning on the same data, discriminative DBN outperforms
SVC. What is more, the DBN with top 2000 frequency words has better per-
formance than SVC learned with all words. It means that the highly abstracted
features are more suitable for discrimination. As the discriminative DBN’s out-
put layer is linear unit in our experiment, it means that the original features
become more linear classifiable after transformation by DBN.

Thirdly, the MDBN’s performance is best of all methods, it shows that our
multimodal learning method is effective for link prediction problem. Both the
shallow and deep MDBN have good performance, and the deep one has about
0.8% higher accuracy. This result shows it is better to learn a multimodal model
on higher RBMs. Because the correlations between data from different space
became easier for learning after they abstracted by DBN.

Another aspect need to care is the computing cost. Learning RBMs is a time
and space costly process for a large number of weights need to be adjusted. We
run the experiments on a 4 core 3.5 Ghz CPU and 16GB RAM, and learning
the deep MDBN needs about 40 hours. So the SVC learned with concatenated
features maybe a choice when fast training is required. It cost less than 10
minutes with an acceptable performance.

6 Conclusion

In this paper, we proposed multimodal learning approaches for predicting link
values in social networks. By taking both the link network structure and user
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comment data into account, the MDBN outperforms state-of-art link prediction
methods, such as support vector based classifier and discriminative deep belief
network. From the analysis of the different network structure of MDBNs, shal-
low and deep, we found that it is better to learn a multimodal model on data
represented by RBMs.

Our further work includes try to find some other data that imply link values.
And we would try some other method for multimodal learning.
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