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Abstract. Topic model aims to analyze collection of documents and
has been widely used in the fields of machine learning and natural
language processing. Recently, researchers proposed some topic mod-
els for multilingual parallel or comparable documents. The symmetric
correspondence Latent Dirichlet Allocation (SymCorrLDA) is one such
model. Despite its advantages over some other existing multilingual topic
models, this model is a classic Bayesian parametric model, thus can’t
overcome the shortcoming of Bayesian parametric models. For exam-
ple, the number of topics must be specified in advance. Based on this
intuition, we extend this model and propose a Bayesian nonparamet-
ric model (NPSymCorrLDA). Experiments on Chinese-English datasets
extracted from Wikipedia (https://zh.wikipedia.org/) show significant
improvement over SymCorrLDA.

Keywords: Multilingual text analysis · Topic model · Bayesian
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1 Introduction

Getting valuable information from a large number of materials has attracted
increasing research interest in recent years. A topic model is a type of statistical
model for discovering the abstract topics that occur in a large collection of
documents. In topic modeling, each document is regarded as a mixture of topics,
and Latent Dirichlet Allocation (LDA)[2] is perhaps the most common topic
model currently in use. Generally other models are extensions of LDA, most
of which are appropriate for processing monolingual texts while some can be
used for multilingual parallel or comparable documents to capture the statistical
dependencies between multiple representations. Both parallel documents and
comparable documents are merged documents consisting of multiple language
parts, and parts of the former are translations from one language to another
while the latter just describe similar concepts and events.

Bilingual topic models for bilingual parallel documents that have word-to-
word alignments have been developed ([9]) and are directed towards machine
translation. In contrast, some topic models focus on analyzing dependencies
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among languages by modeling multilingual comparable documents, each of which
consists of multiple language parts that are not translations of each other but
instead describe similar concepts and issues. Conditionally Independent LDA
(CI-LDA)[5] and SwitchLDA[6] (extension of CI-LDA) are multilingual topic
models, but they only share per-document multinomial distributions between
different languages, which produces weak dependencies. Correspondence LDA
(CorrLDA)[7] and Symmetric Correspondence LDA (SymCorrLDA)[8] can also
handle multilingual documents. In modeling, a pivot language plays a key role,
text of which is translated to other languages, and the pivot selection is an
important process to ensure estimation quality. SymCorrLDA incorporates a
hidden variable to control the pivot language while CorrLDA must specify it
in advance. In general, CorrLDA outperforms CI-LDA and SwitchLDA in pro-
cessing comparable documents, and SymCorrLDA works more effectively than
CorrLDA.

As a classicBayesian parametricmodel, SymCorrLDAalso bears the shortcom-
ings of parametric models and the number of topics must be specified in advance.
Nonparametric models can determine automatically the parameters scales and the
complexity of models according to observed data while parametric models hold a
strong assumption of data distribution. Hierarchical Dirichlet process (HDP) is a
nonparametirc Bayesian model for clustering problems involving multiple groups
of data. Our Nonparametric Symmetric Correspondence LDA (NPSymCorrLDA)
is based on Hierarchical Dirichlet Process. Different from SymCorrLDA, NPSym-
CorrLDA generates a topic for each word according to the Dirichlet Process. The
number of topics is open-ended, whose value grows at rate logarithmic in the num-
ber of words. Experiments on Chinese-English datasets extracted from Wikipedia
show significant improvement over SymCorrLDA.

2 Multilingual Topic Models

Some researchers explored multilingual topic models that based on the premise
of using multilingual dictionaries or WordNet ([10], [11], [12]). In contrast, Cor-
rLDA and SymCorrLDA only require multilingual comparable documents that
can be easily obtained. Below we introduce LDA-style topic models that handle
multiple classes and can be applied to multilingual comparable documents.

2.1 Correspondence LDA(CorrLDA)

CorrLDA is a topic model for multilingual comparable documents proposed
in [7]. This model first generates topics for one language part of a document.
This language is referred as pivot language. For the other languages, CorrLDA
uses the topics that are already generated in pivot language. Figure 1(a) shows
a graphical model of CorrLDA. The p in the graph is the pivot language that is
specified in advance. Algorithm 1 shows the process of generating a document
according to CorrLDA model.
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Fig. 1. Graphical model representations of (a) CorrLDA,(b) SymCorrLDA.

Algorithm 1.. CorrLDA
for all D documents’ pivot language part do

Sample θp
d ∼ Dirichlet(αp)

end for
for all T topics and all L languages do
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t ∼ Dirichlet(βl)

end for
for each of the Np
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2.2 Symmetric Correspondence LDA(SymCorrLDA)

Compared with CI-LDA and SwitchLDA, CorrLDA can capture more direct
depency between languages. However as discussed before, it has to select the
pivot language in advance. Since the pivot language may differ based on the sub-
ject, such as the country a document is about, it is often difficult to appropriately
select the pivot language. To address this problem, Symmetric Correspondence
LDA(SymCorrLDA) are proposed in [8]. Different from CorrLDA, SymCorrLDA
can generates a flag that specifies a pivot language for each word, adjusting the
probability of being pivot languages in each language part of a document accord-
ing to a binomial distribution for bilingual data or a multinomial distribution
for data of more than three languages. Figure 1(b) shows a graphical model of
SymCorrLDA. Algorithm 2 shows the process of generating a document accord-
ing to CorrLDA model. The pivot language flag xl

i for an arbitrary language
l indicates that the pivot language for the word wl

i is its own language l, and
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xl
i = m indicates that the pivot language for wl

i is another language m different
from its own language l. The indicator function δ takes the value 1 when the
designated event occurs and 0 if otherwise.

Algorithm 2.. SymCorrLDA
for all D documents’ pivot language part do

for all L languages do
Sample θl

d ∼ Dirichlet(αl)
end for
Sample πd ∼ Dirichlet(γ)

end for
for all T topics and all L languages do

Sample φl
t ∼ Dirichlet(βl)

end for
for each of the Np

d words wp
i in language p of document d do

Sample a pivot language flag xl
i ∼ Multinomial(πd)

if xl
i == l then

Sample a topic zl
i ∼ Multinomial(θl
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end for

3 Nonparametric Symmetric Correspondence
LDA(NPSymCorrLDA)

When the SymCorrLDA model is applied to parallel or comparable documents,
the number of topics(hyper parameter T ) must be specified in advance. In prac-
tice, the number of topics often differs based on the scale of corpus. To find the
best assignment of T , one natural method is to try different values and pick the
best one. However, this is often time-consuming due to the high time complex-
ity of model inference. Since SymCorrLDA uses Dirichlet distribution(DD) as
the prior of parameters, it is a Bayesian parametric model. In this paper, we
propose a nonparametric Bayesian model in the hope of overcoming the disad-
vantages mentioned above as well as achieving improvement over SymCorrLDA.
Our model is based on Hierarchical Dirichlet Process(HDP)[13], which is a non-
parametric Bayesian approach to cluster grouped data in statistics and machine
learning. Here, we give a brief introduction of DP and HDP.

3.1 Dirichlet Process(DP)

The Dirichlet Process is a stochastic process used in probability theory. Let G0

be a probability distribution and α be a positive real number. A Dirichlet Process
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Fig. 2. Graphical model representations of NPSymCorrLDA.

G is defined as
G ∼ DP (γ,G0) (1)

where γ is called the concentration parameter and G0 the base measure. DP
can be presented as the sticking-breaking process or the Chinese Restaurant
Process(CRP). CRP is often used when we apply Gibbs sampling. In addi-
tion, Dirichlet Process is viewed as the infinite dimensional generalization of
Dirichlet distribution. As with all Bayesian nonparametric models, DP’s param-
eters grow as more data are observed. DP-based models have gained consider-
able popularity in the field of machine learning because of the above-mentioned
flexibility([14,15]), especially in unsupervised learning. The flexibility also makes
it an ideal candidate for clustering problems where the distinct number of clus-
ters is unknown beforehand.

3.2 NPSymCorrLDA Based on HDP

The hierarchical Dirichlet process(HDP) is an extension to DP and often used
to model grouped data. It uses Dirichlet process(DP) for each group of data,
and all Dirichlet Process for grouped data share the same Dirichlet process as
their base measure. For instance, for each group labeled j:

Gj ∼ DP (α,G) (2)

where G itself is a DP
G ∼ DP (γ,G0) (3)

Here α and γ are concentration parameters and H is a base measure. Like DP,
HDP can be presented as sticking-breaking construction or Chinese Restaurant
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Franchise(CRF)[13]. CRF is a generative process shown in Figure 3 and the
metaphor is as follows: we have J restaurants, each with nj customers(φji’s),
who sit at tables(ψjt’s). Now each table is served a dish (θk’s) from a menu
common to all restaurants. Suppose customer i sat at table tji. The conditional
distributions according to DP (α,G) are:

tji|tj1, ..., tji−1, α ∼
∑

t

njt∑
t′ njt′ + α

δt +
α∑

t′ njt′ + α
δtnew (4)

where njt is the number of customers currently at table t. Let mk denote the
number of tables enjoying dish k. The customer i has to select a dish from the
global dish menu if he chooses a new table, which is again distributed according
to DP (γ,G0). A dish θk that has already been shared in the global menu would
be chosen with probability mk/(

∑
k′ mk′ + γ) and a new dish with probability

γ/(
∑

k′ mk′ + γ).

Fig. 3. An instantiation of CRF representation for the 3 group HDP. Each of the 3
restaurants has customers sitting around tables ,and each table is served a dish.

In our nonparameteric symmetric correspondence topic model(NPSymCorr
LDA), the prior and posterior are not probability distributions any more, but
stochastic process. This allows the model to determine the scale of parameters
according to the data it observes. Like the SymCorrLDA, our model generates
a flag that specifies a pivot language for each word, adjusting the probability
of being pivot languages in each language part of a document according to a
multinomial distribution over languages. This makes it possible for the model to
estimates the best pivot language at the word level in each document. Unlike the
SymCorrLDA, when the pivot flag is assigned with x, NPSymCorrLDA generates
a topic for each word in document m according to the Dirichlet process Gm,x,
and all the DPs share the same base measureG. Figure 2 shows a graphical model
representation of NPSymCorrLDA. Algorithm 3 shows the process of generating
a document according to NPSymCorrLDA model.

We use Gibbs sampling for model inference, and we sample from the pos-
terior of HDF using CRF representation. The full conditional probability for
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Algorithm 3.. NPSymCorrLDA
for all D documents’ pivot language part do

for all L languages do
Sample Gd,l ∼ DP(γ, G)

end for
Sample πd ∼ Dirichlet(σ)

end for
for all ∞ topics and all L languages do

Sample φl
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end for
for each of the N l
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i ∼ Multinomial(πd)

if xl
i == l then

Sample a topic zl
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else if xl
i == m then
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d
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end if
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l
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end for

collapsed Gibbs sampling of our model is given by the equations below. The
hyper-parameters are omitted for convenience.

P (zl
i = k, xl

i = l|wl, x−i, z
l
−i) ∝ (nl

d,−i + σ) · P (zl
i = k|zl

−i) · f l
k(wl

i) (5)

P (yl
i = k, xl

i = m|wl, x−i, z
m) ∝ (nl

d,−i + σ) · nm
d,k∑T

k=1 n
m
d,k

· f l
k(wl

i) (6)

where

f l
k(wl

i) =
nl

k,−i + βl
k∑T

k=1 n
m
k,−il + βl

k

(7)

The conditional posterior probability P (zl
i = k|zl

−i) is calculated according to
the CRF representation of HDP.

4 Experiments

In this section, we demonstrate some examples with NPSymCorrLDA, and then
we compare our model with baseline model using various evaluation methods.
For evaluation, we use held-out log-likehood on English and Chinese dataset, the
task of finding an English article that is on the same topic as that of a Chinese
article, and a task with the languages reversed.

4.1 Settings

The dataset used in this work is a collection of Wikipedia articles: it is in English
and Chinese, and articles in this collection are connected across languages via
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specific inter-language links. We extracted text content from original Wikipedia
articles, removed link information, revision history information and other useless
parts. We use Wikipedia Extractor1 for this purpose. Chinese articles are edited
by simplified and traditional type, we used Opencc2 to convert traditional type
to simplified type. For English articles, we removed over 1000 types of standard
stop words. As for Chinese articles, we obtained words from Chinese sentences
without stopping tags, using Chinese word segmentation system ICTCLAS3. The
statistics of the datasets after preprocessing are shown in Table 1. We assumed
each set of Wikipedia articles connected via inter-language links between two
languages as a comparable document that consists of two language parts. To
compute held-out log-likelihood, we randomly divided each of the training docu-
ments at the word level into 90% training set and 10% held-out set. To carry out
the evaluation in the task of finding couterpart articles , we randomly divided
the Wikipedia document collection at the document level into 90% training doc-
uments and 10% test documents.

Table 1. Summary of bilingual data.

Chinese English

No. of documents 5,029 5,029

No. of word types(vocab) 60,149 63,677

No. of word tokens 4,187,721 5,614,182

We estimated our model and SymCorrLDA as a baseline, using collapsed
Gibbs sampling with the training set. In addition, we estimated a special imple-
mentation of NPSymCorrLDA, setting πd in a sample way for comparison, where
the pivot language flag for each word is randomly selected according to the pro-
portion of the length of each language part. For all the models, we set symmetric
Dirichlet hyperparameters α = 0.1, β = 0.01 and γ = 1. We imposed the conver-
gence condition of collapsed Gibbs sampling, such that the percentage change of
held-out log-likelihood is less than 0.1%

4.2 Pivot Assignments

Figure 4 demonstrates how the frequency distribution of the pivot language-
flag(binomial) parameter πd,1 for the Chinese language with the bilingual dataset
in NPSymCorrLDA changes while in iterations of collapsed Gibbs sampling. This
figure shows that the piovt language flag is randomly assigned at the initial state,
and then it converges to an appropriate bias for each document as the iterations
proceed. We next demonstrate how the pivot language flags are assigned to each
document. Figure 5 shows the title of eight documents and the corresponding
πd,1 when using the bilingual data. If πd,1 is close to 1, the article can be consider

1 http://medialab..di.unipi.it/wiki/
2 https://code.google.com/p/opencc/
3 http://ictclas.nlpir.org/
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Fig. 4. Change of frequency distribution of πd,1 according to number of iterations.

Fig. 5. Document titles and corresponding πd,1

to be more related to a subject on Chinese or China. In contrast, if πd,1 is close
to 0 and therefore πd,2 = 1− πd,1 is close to 1, the article can be considered to
be more related to a subject on English or English-speaking countries.

We further demonstrate the proportions of pivot assignments at the topic
level. Figure 6 shows the content of 6 topics through 10 words with the highest
probability for each language and for each topic when using the bilingual data,
some of which are biased to Chinese or English while the others have almost no
bias. It can be seen that the pivot bias to specific languages can be interpreted.

4.3 Held-Out Log-Likelihood

To estimate the performance of each topic model, we can calculate the held-out
log-likelihood. The number of topics automatically converges to about 80 when
training NPSymCorrLDA. We trained SymCorrLDA with setting topic numbers
of 50 and 80 for comparsion. We know that the model with the higher held-out
log-likelihood has greater predictive ability. The held-out set which we used in
experiment is mentioned in Section 4.1.

The held-out log-likelihood of SymCorrLDA which shows superiority over
other models is contained in [8]. We can see through Table 2 that our model
NPSymCorrLDA is better than SymCorrLDA in both. Actually the improve-
ments with NPSymCorrLDA are statistically significant compared to the previ-
ous model, according to the Wilcoxon signed-rank test at the 1% level in terms
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Fig. 6. Topic examples and corresponding proportion of pivots assigned to Chinese.

Table 2. Per-word held-out log-likelihood with bilingual data.

Methods
Chinese English

T=50 T=80 T=50 T= 80

SymCorrLDA -8.92 -8.83 -8.63 -8.55

NPSymCorrLDA -8.35 -8.27

of the word-by-word held-out log-likelihood. This indicates that our nonpara-
metric model gets better estimation of the documents over SymCorrLDA. As
for scalability, NPSymCorrLDA is as scalable as SymCorrLDA since the time
complexity of these two models is the same.

4.4 Finding Counterpart Articles

Given an article, its hidden counterpart articles in other form of languages can
be detected using a multilingual topic model. To fulfill this job, we conducted
experiment with our bilingual dataset. We evaluated document-topic distribu-
tion of test documents for each language, using the topic-word distributions esti-
mated by multilingual topic model with training documents. Using information
mentioned above, we evaluated the performance of finding English counterpart
articles using Chinese articles as queries, and vice versa. In our work, we utilized
the technology of re-sampling to evaluate the document-topic distributions of
test documents, and the process of re-sampling utilized the topic-word distri-
bution estimated beforehand. Then we used the Jensen-Shannon(JS) divergence
between a document-topic distribution of Chinese and that of English for each
test document. JS divergence should be small if two counterpart articles have
accurate latent topic evaluation. In light of this information, we first assumed
each held-out Chinese article to be query and the corresponding English article
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Table 3. MRR in Counterpart article finding task.

Methods Chinese to English English to Chinese

SymCorrLDA 0.3200 0.2948

NPSymCorrLDA 0.3840 0.3814

to be its counterpart, and then estimated the ranking of all the test articles of
English in ascending order of the JS divergence, then we conducted the experi-
ment with the languages reversed.

The mean reciprocal rank(MRR) are shown in Table 3. The definition of
reciprocal rank is the multiplicative inverse of the rank of the counterpart arti-
cle corresponding to each query article, and the MRR is the average of it over all
the query articles. The topic number of SymCorrLDA is set to 80. And we can
see through this table that our model shows its superiority over SymCorrLDA
both with the Chinese and English queries. Statistically, the improvements with
NPSymCorrLDA are significant according to the Wilcoxon signed-rank test at
1% level. Therefore, it is transparent that NPSymCorrLDA evaluates multilin-
gual topics the most accurately in this experiment.

5 Conclusions

Many previous multilingual topic models connect assuming parallelism at the
sentence level or word level, while works about document level is less than
expected. SymCorrLDA incorporates a hidden variable to control a pivot lan-
guage, in an extension of CorrLDA. However, SymCorrLDA has the same prob-
lem of how to assign the unknown parameters as other parameterized graph
models. In this paper, we propose a nonparameterized symmetric correspon-
dence LDA model(NPSymCorrLDA) that can be applied to multilingual docu-
ments, not using multilingual dictionaries. NPSymCorrLDA has an advantage
that it does not require the number of topics specified in advance. We compared
the performance of SymCorrLDA and NPSymCorrLDA in terms of held-out log-
likelihood and in the task of cross-lingual link detection. Experiment results show
that NPSymCorrLDA works significantly than SymCorrLDA. NPSymCorrLDA
can be applied to other kinds of data that have multiple classes of represen-
tations, such as annotated image data. We plan to investigate this in future
work.
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