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Abstract. In this paper, convolutional neural networks are employed
for English article error correction. Instead of employing features relying
on human ingenuity and prior natural language processing knowledge,
the words surrounding the context of the article are taken as features.
Our approach could be trained both on an error annotated corpus and
an error non-annotated corpus. Experiments are conducted on CoNLL-
2013 data set. Our approach achieves 38.10 % in F1, and outperforms the
best system (33.40 %) that participates in the task. Experimental results
demonstrate the effectiveness of our proposed approach.
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1 Introduction

Grammatical Error Correction (GEC) for non-native English language learners
has gained more and more attention with the developing of the Natural Lan-
guage Processing (NLP), machine learning and big-data techniques [1]. Given
an English essay written by a learner of English as a Second Language (L2) or
English as a Foreign Language (EFL), the task of GEC is to detect and correct
the grammatical errors present in the essay, and return the corrected essay.

The most representative approaches for GEC use machine learning-based
classifier. However, features employed in these approaches either rely on human
ingenuity or prior NLP knowledge. It takes a lot of manpower and lead to the
propagation of errors in the existing tools of NLP. And different errors usually
employ different features, that is to say, to correct a new type of error, features
need to be extracted again. Besides, lacking of training data often prohibits a
robust statistical model to be trained.

In this paper, we focus on the article error since it is one of the most difficult
challenges faced by non-native speakers. A simple convolutional neural networks
with one layer of convolution and pooling is employed to solve article error. The
model takes words surrounding the context of article as input and outputs the
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label of the {a/an, the, € } representing the correct article which should be used
in the context (e stands for no article).
The contributions of this paper can be summarized as follows:

— Instead of employing features relying on human ingenuity and prior NLP
knowledge, our approach simply takes contexts words surrounding the arti-
cles as features.

— Our approach could be trained on both an error annotated corpus and an
error non-annotated corpus making it possible to learn a robust statistical
model on sufficient examples of an error type.

2 Related Work

According to the approaches used, researches on GEC could be divided into five
categories [2]: machine learning-based classifier approach [1,3], machine trans-
lation approach [4-6], hybrid classifier approach [7], language modeling-based
approach [8] and rule-based [9] approach.

As deep learning approaches have achieved remarkable results in computer
vision [10] and speech recognition [11], lots of researches have been done to
explore how deep learning could be used to tasks of NLP. Word embeddings [12—-
14] have been one of the most successful research achievements of deep learning
on NLP. In most work of deep learning on NLP, word embeddings features
have been fed to a Convolutional Neural Network (CNN) to solve different tasks
including semantic parsing [15], search query retrieval [16], sentence classification
[17], and other traditional NLP tasks [18].

3 Model

Same as most researches on GEC, we treat the article error as a problem of multi-
class classification with three labels: a/an, the, and e. A convolutional neural
networks (CNN) based method was proposed for this multi-class classification
task. The idea behind the proposed method is that given the context of an article,
the proper article may be chosen, just as a human would.

Instead of using much complicated syntactic or semantic features which may
lead to the propagation of errors in the existing tools of NLP, the proposed
method only takes words surrounding the article (not including the article) as
features. In this way, the CNN model can be trained on both an error annotated
corpus and an error non-annotated corpus. Through looking up the table of word
embeddings, words are transformed into vectors. The deep feature representation
of the contexts of articles are learned through CNN. Finally, the features learned
are fed into a softmax classifier to compute the confidence of the each label that
may occur in the given context.
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Fig. 1. Model Architecture for Article Error

3.1 Model Architecture

Figure 1 describes the architecture of the proposed article error correction
method. The architecture includes the following three parts: preprocessing mod-
ule, CNN module with one layer of convolution and pooling, and postprocessing
module.

The preprocessing module produces the inputs for CNN module. It extracts
the words surrounding the articles or the spaces at the beginning of a noun phrase
(if there are no articles). The CNN module is the same as [17] except that only
non-static channel is used. The postprocessing module is to discriminate when
to use the article a or an by rules and to produce the output text.

3.2 Preprocessing Module

This module aims at extracting surrounding context of an article including e
representing not using an article. Firstly, we extract the surrounding context of
a/an and the from the data. For €, we get the word before the beginning of a
noun phrase. If the word is not an article, we treat the surrounding context of
space at the beginning of a noun phrase as €¢’s surrounding context.

A sentence can be denoted as the following format:

. Why Wh3 Wpy Wh1 ATt Wa1 We2 Wa3 Waq ... where Art € {a/an,the e} |
wy; and wq;, @ € {1,2,3,4,...} represent the ith word before and after Art.
Let wl’f refer to wy(xy, Wp(k—1) - - -, wp1 and wk refer to war, wa, - - - ; Wq(ky- The

inputs of CNN module are M words (wéw 2, wéw 2) surrounding the article Art.

For input whose article have been annotated in the corpus, the correct one
is its label, otherwise, the label is the Art.

3.3 CNN Module

This module first extracts contexts words surrounding the article. Then these
words are mapped to vectors by looking up word-embeddings tables. After that,
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CNN module takes the vectors of contexts words as input. New features are
produced by applying many convolution operations to a window of A words in
CNN module. A max over time pooling operation is applied to each feature
map [18]. The idea behind this is to capture the most important feature by the
maximum value. Finally, a fully connected layer with dropout is used to compute
the confidence of each possible output class.

The CNN module uses non-static channel and word vectors are also taken as
parameters [17]. In this way, article specific vectors could be learned through train-
ing. The optimal parameters are achieved through Stochastic Gradient Descent
(SGD). And the implement of CNN is most based on the code® provided by [17].

3.4 Postprocessing Module

In English, there are rules to determine when to use a or an by considering the
phonetic properties of word immediately after the a/an. Those rules implemented
through CMU pronouncing dictionary?, are employed to revise the output of our
CNN module.

4 Dataset and Evaluation Metrics

To evaluate the performance of our approach, we use the data provided by
CoNLL-2013. The training data use the NUCLE Corpus [19] and has been anno-
tated with error-tag and correction-labels. In the shared task, 25 non-native
speakers of English from NUS were recruited to write new essays to be used as
blind test data. The statistics of the NUCLE corpus are shown in Table 1.

Table 1. Statistics of training and test data

Train(NUCLE) Test

#Essays 1,397 50
##Sentences 57,151 1,381
#Word Tokens 1,161,567 29,207
#ArtOrDet* Error 6,642 690

* ArtOrDet is short for articles and determiners.

The performance of a grammatical error correction system is evaluated by
how well its proposed corrections or edits match the gold-standard edits. Preci-
sion, recall and F-score are often chosen as the evaluation criteria. The test data
and official scorer (M? scorer [20]) provided by CoNLL-2013 are freely available?.

! https://github.com/yoonkim/CNN _sentence
2 In this paper, we use the interface provided by Natural Language Took Kit (NLTK).
3 http://www.comp.nus.edu.sg/~nlp/conll13st.html
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5 Experiments

In this section, two sets of experiment are conducted. One is to understand how
the choice of hyperparameters affects the performance on development data set
which was obtained by holding out 20% of the training data. The other evaluates
the final performance of our approach on the test data of CoNLL-2013.

5.1 Pre-trained Word Embeddings

Researchers [18,21] have reported that initializing word embeddings with those
learned from significant amounts of unlabeled data are far more satisfactory than
the randomly initialized.

In this paper, we do not conduct a comparison of the available word embed-
dings, for it’s beyond the scope of this paper. Embeddings provided by [22]
are utilized in our experiments to initialize word embeddings table. Words not
present in the set of pre-trained words are initialized randomly, which is same
as [17] does.

5.2 Parameter Settings

We experimentally study the effects of the two parameters in our model: window
size of error contexts and the number of feature map.

9 13.
2 4 3 8 10 12 14 16 18 0 100
Window Size k of Error Context

150 200 250 300
Number of Features Maps

Fig. 2. Effects of Hyperparameters

In Figure 2, parameters about window size of error contexts and number of
feature map are respectively varied. As shown in Figure 2 , the performance does
not improve when the window size k of error contexts is larger than 6. Since the
training data is limited, the model is prone to overfitting especially when the
number of feature map (f) exceeds 100. The dimensionality of word embeddings
(n) is the same as in [18]. The filter windows (h), dropout rate (p), lo constraint
(s), and mini-batch size (m) are following [17]’s experiment settings. Table 2
lists the parameters used in the following experiments.
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Table 2. Hyperparameter Settings

Parameter k n h p smf
Value 6 50 3,4,5 0.5 3 50 100

5.3 Experiment Results

Table 3 shows the results of article error correction of the top three systems
in CoNLL-2013 [2] open evaluation and our approach. Besides, the linguistic
features used in each systems are also given.

Table 3. The Article Result of Top3 in CoNLIL-2013 and Our Approach

Team  Precision Recall F1  Linguistic Features

UIUC 47.84 25.65 33.40 lexical, POS, shallow parse

HIT 42.82 24.20 30.93 lexical, POS, constituency parse, dependency parse,
semantic

NTHU 35.80 21.01 26.48 lexical, POS, constituency parse, dependency parse

Ours  30.15 51.74 38.10 lexical

Team UIUC employed a multi-class averaged perception for article error cor-
rection. Maximum entropy with confidence tuning was used for article error
correction in team HIT. In team NTHU, N-gram-based and dependency-based
language model was employed.

Our approach performs better than UTUC, HIT and NTHU in recall and F1,
though only taking lexical as features. However, the precision of our approach is
much lower. One possible reason is that source words are not used in our CNN
model. Previous works have showed that the authors’ word choices (source word)
obey certain regularities [23,24] and systems without employing the source word
have a very poor precision [25]. When the source word is directly utilized as
feature, model tends to have a low recall due to the error sparsity. [25] proposed
an error inflation method to avoid this problem by adding artificial errors in
train data based on the error distribution in the train set. We try to explain the
low precision by adopting error inflation method to our model.

Figure 3 shows the result of effects of source word on development data
set. The results show that source word could balance the recall the precision.
When the inflation constant (C) is set to 0.7, F1 get the best result on the
development set. The result on test is shown in Table 4. We fail to find the best
trade-off between recall and precision on test set due to different distribution of
error between train data and test data, but shed some light on why CNN model
have a low precision.
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Fig. 3. Effects of Source Word

Table 4. CNN with Source Word

Precision Recall F1  C
45.10 22.03 29.60 0.7

6 Conclusion and Feature Work

In this paper, we exploit a convolutional neural network for English article error
correction. Instead of employing features relying on human ingenuity and prior
NLP knowledge, our approach simply takes words surrounding the contexts of
articles as features. Though simple features are employed, experimental results
conducted on CoNLI-2013’s data set demonstrate the effectiveness of our app-
roach. Besides, our approach could be trained on both an error annotated corpus
and an error non-annotated corpus.

In the future, an effective post processing module determining whether to
accept the correction will be explored to solve the drawback of low precision.
The effectiveness of our approach on other error types will also be explored.
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