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Abstract  This paper proposes a novel method for sentence-level Chinese discourse tree building. The authors 

constrcut a Chinese discourse annotated corpus in the framework of Rhetorical Structure Theory, and propose a 

ranking-like SVM (SVM-R) model to automatically build the tree structure, which can capture the relative 

associated strength among three consecutive text spans rather than only two adjacent spans as most previous 

approaches do. The experimental results show that proposed SVM-R method significantly outperforms the 

state-of-the-art in discourse parsing accuracy. It is also demonstrated that the useful features for discourse tree 

building are consistent with Chinese language characteristics. 
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摘要  提出一种自动分析汉语小句级句际关系树的新方法。在修辞结构理论体系下, 构建了一个汉语句际关

系标注语料库。不同于传统方法只关心相邻两个单元的方法, 提出一种类排序模型(SVM-R), 自动构建汉语

句际关系的树结构, 旨在把握相邻 3 个单元之间的关联强度。实验结果表明, 所提出的 SVM-R 模型对句际

关系树的分析显著优于传统方法。最后提出并验证了丰富的、适合于汉语句际关系分析的语言特征。 
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In recent years automatic discourse analysis has 

attracted many researchers’ interest, and has been 

shown to be of great help in many natural language 

processing tasks such as summarization, question 

answering and machine translation.  

Rhetorical Structure Theory (RST) [1] is one of 

the most influential theories of discourse, which posits 

a tree representation of a discourse. In the 

RST-framework, a complete discourse analysis system 

involves three subtasks: 1) breaking the texts into 

elementary discourse units (EDUs) (known as 

discourse segmentation); 2) linking all EDUs into a 

hierarchical tree structure (known as tree building); 3) 

assigning a relation label between two adjacent 
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subtrees (known as relation labeling). The above three 

steps are often conducted in a pipeline fashion[2–4]. 

Discourse segmentation is a relatively easy task, and 

many researches neglect this task and use manual 

EDU segmentation. Tree building is a vital early step 

of relation labeling, and so plays a crucial role for 

discourse parsing. Relation labeling is a common task 

shared by the RST-framework researches and the 

researches based on the Penn Discourse Treebank 

(PDTB)[5], and so many efforts have been done on this 

task[2–3,6–7]. 

This paper aims to automatically build the 

hierarchical tree structure for discourse parsing. 

Previous studies on discourse tree building have been 

successful in identifying what machine learning 

approaches and what kind of features are more useful. 

However, these proposed solutions suffer from a key 

limitation. They train a binary classifier to evaluate 

whether a discourse relation is likely to hold between 

two consecutive units (Si, Si+1), and apply a greedy, 

bottom-up approach to build the structure of a 

discourse tree. Behind these approaches, they make 

strong independence assumptions on ((Si, Si+1), 

Si+2).That is, the connected probability of two adjacent 

units (Si, Si+1) is independent with the third adjacent 

unit Si+2. This is not consistent with our language 

intuition: whether two adjacent units (Si, Si+1) should 

be first merged into a discourse subtree not only 

depends on the connected probability between them 

but also depends on the relative connected probability 

among the three consecutive spans (Si, Si+1, Si+2). In 

this paper, we propose a new ranking-like support 

vector machine model (SVM-R) to address this 

limitation, which can capture the relative associated 

strength among three consecutive text spans. In the 

experiment, our proposed SVM-R model obtains 

significant improvement over the state of the art for 

Chinese discourse tree construction. 

This paper aims to tackle with the Chinese 

discourse analysis. Although there is a large body of 

work on English discourse analysis, much less work 

has been done in Chinese. Chinese language is quite 

different from other western languages such as 

English. Chinese is a discourse-oriented language 

while English is a sentence-oriented language[8]. In 

this paper, we construct a Chinese discourse corpus in 

the RST-framework, and investigate what kind of 

features are helpful for Chinese discourse tree 

building. 

Overall, in building the tree structure for 

discourse analysis, our contributions are in the 

following two aspects. 

1) We propose a ranking-like SVM model to 

capture the relative associated strength among three 

consecutive text spans, and obtain significant 

improvement over the state-of-the-art in discourse 

parsing accuracy. Because the SVM-R model is simple 

to implement and is effective in performance, it is 

potentially useful for other tasks in the NLP field. 

2) We construct a Chinese discourse annotated 

corpus in the RST framework, and propose a variety 

of linguistic features for Chinese discourse tree 

building. To the best of our knowledge, this is the first 

work to cope with Chinese discourse tree construction 

in the RST-framework. 

1  Related Work 
1.1  RST discourse tree 

RST is one of the most widely used discourse 

theories in natural language processing. In RST, a 

coherent text can be represented as a discourse tree, 

whose leaves are non-overlapping text spans called 

EDUs. Adjacent nodes are related through particular 

discourse relations to form a discourse subtree, which 

can then be related to other adjacent nodes to form a 

discourse tree.  

The RST Discourse Treebank (RST-DT)[9] is an 

English discourse annotated corpus in the framework 

of RST. It consists of 385 documents from the Wall 

Street Journal. RST-DT is widely used in English 

discourse parsing. 

Another popular discourse corpus is the Penn 

Discourse Treebank (PDTB)[5]. It follows a 

lexically-grounded, predicate-argument structure. A 

discourse connective is regarded as a predicate that 

takes two text spans as its arguments (Arg1, Arg2). An 
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Fig. 1  An example of Chinese discourse tree 

a sentence-oriented language.  

These two linguistic features result in a fact that 

there is not a clear distinction between Chinese 

discourses and sentences. Although marked explicitly 

by a full stop, a Chinese sentence can often consist of 

quite a few predicate-argument structures. Compared 

with English, many Chinese sentences have more 

tokens in length and are more complex in the tree 

structure.  

It is difficult and confused for sentence-level 

Chinese discourse analysis in two aspects: how to 

determine a sentence and how to determine an EDU. 

In our work, we deal with these two issues in a 

straightforward and practical way: the text span 

explicitly marked with a full stop is a sentence; and 

the text span split by a comma is regarded as an EDU.  

We follow the methodology of RST-DT to 

construct Chinese discourse trees. In a sentence, two 

adjacent spans are related with a particular discourse 

relation, which can then be related to another adjacent 

span to form a tree structure. We define 7 classes and 

18 subclasses of discourse relations in our annotation 

scheme, as listed in Table 1. In order to deal with all 

discourse relations in an unified way, the 

multi-nuclear relation (conjunction) is transformed 

into a right-branching structure.  

Table 1  Chinese discourse relation types 

Class Subclass 

conjunction coordinate, alternative, temporal, progressive, succession

comparison contrast, concession 

inference cause, result, purpose 

condition hypothetical, condition 

specification explanation, list 

summary generalization 

background topic, attribute, marker 

 

 
An example of Chinese discourse tree is shown in Fig. 

1, where the leaf nodes e1, e2, e3, e4 are fourEDUs, 

and the non-leaf nodes are represented in the form of 

relation (span1, span2). For example, RESU(e2, 

e3-e4) denotes that there holds a result relation 

between e2 and e3-e4. 

Up to now, we have built a Chinese discourse 

annotated corpus on People’s Daily News, containing 

more than 8000 sentences. All the data was manually 

annotated by a retired professor major in linguistics. 

We selected 1,000 sentences for inter-annotator 

agreement evaluation, and all 1000 sentences are 

complex and consist of more than two EDUs. We got a 

Kappa value of 0.71 in the tree construction, 
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will confuse the classifier. In Fig. 2(b), SVM-H 

extracts three positive instances <A, B, +>, <E, C, +>, 

<F, D, +> and two negative instances <B, C, –>, <C, 

D, –>. 

3.2  SVM-R 
The SVM-H method is designed to compute an 

absolute probability score between two adjacent spans 

(Si, Si+1) to determine whether they are likely to merge 

into a discourse subtree. This method (and most of the 

previous approaches) can be formalized with the 

following equation: 

 T
1 1( , , ) ( , )i i i if e e e e  w w , (1) 

where e denotes an element,   represents feature 

vectors and w denotes the learned weight. This method 

makes a strong independence assumption on ((ei–1, ei), 

ei+1)). However, in our task, according to our 

linguistic knowledge, whether (ei–1, ei) should be first 

merged into a discourse subtree depends on the 

relative associated strength among the three 

consecutive elements (ei–1, ei, ei+1) rather than only 

two adjacent elements (ei–1, ei). 

Therefore, we propose a new method to build the 

discourse tree structure. Our method is inspired by the 

Ranking-SVM[21]. Ranking-SVM is widely used in 

information retrieve to rank the returned documents 

(diD) for a given query q. It constructs a feature 

vector ( , )i iF f d q  for each pair of (di, q), and then 

employs the difference vector fiFj as a new feature 

to train a SVM classifier. The returned value (+1) of a 

SVM classifier means that the document di is more 

relative to the query q than the document dj and vice 

versa. Thus, the ranking problem is transformed to a 

classification task. Ranking-SVM can be formalized 

with the following equation: 

 T( , , , ) [ ( , ) ( , )]i j i jf d d q d q d q  w w . (2) 

Inspired by the Ranking-SVM, our method 

SVM-R is designed to capture the relative associated 

strength among three elements. It can be formalized 

with the following Eq. (3):  

 T
1 1 1 1( , , , ) ( , , )i i i i i if e e e e e e    w w  (3) 

Different from Ranking-SVM in Eq. (2), SVM-R 

extracts features directly from three elements rather 

than using the vector difference between two pairs. 

Different from SVM-H in Eq. (1), SVM-R extracts 

features among three consecutive elements rather than 

only two adjacent elements. 

The instance extraction of SVM-R is different 

from SVM-H. Each instance is of the form (Si, Si+1, 

Si+2), which are three consecutive text spans in the 

discourse tree. If the latter two spans (Si+1, Si+2) 

constitute a node in the tree, (Si, Si+1, Si+2) should be 

extracted as a positive instance; if the former two 

spans (Si, Si+1) constitute a node in the tree, (Si, Si+1, 

Si+2) should be extracted as a negative instance.  

In the above example shown in Fig. 2(a), SVM-R 

extracts two positive instances <B, C, D, +>, <E, C, 

D, +> and two negative instances <A, B, C, –>, <A, B, 

F, –>. In Fig. 2(b), SVM-R extracts two negative 

instances <A, B, C, –>, <E, C, D, –>.  

Algorithm 1 gives the details of tree construction 

of SVM-R. It also conducts a greedy, bottom-up 

approach. In the 8th line, (v[i]–θ) is to measure the 

probability difference between two adjacent pairs (Si, 
Si+1) and (Si–1, Si). When v[i]–θ>0, it means that the 

pair (Si, Si+1) has a stronger association than the pair 

(Si–1, Si) and should be first merged, and vice versa. θ 

is a tuned parameter: when θ=0 the tree structure 

should be left-branch; and when θ=1 the tree structure 

should be right-branch. Since the probability of 

right-branching structure in Chinese discourse tree is 

above 0.5, θ ranges between (0, 0.5). We set it to 0.25 

in our experiment. 

Algorithm 1: SVM-R tree construction 
Input: A complex sentence CS 

1. CS  <S1, …, Sn> 

2. while |CS|>1 do 

3.     for all (Si–1, Si, Si +1) in CS do 

4.          v[i]SVM-R(Si–1, Si, Si +1) 

5.     end for 

6.     scores[1]  0 

7.     for i2 to n–1 

8.          scores[i] = scores[i–1]+v[i]–θ 

9.     end for 
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Table 4  Results in the standard test data 

Model mac-a mic-a 

SVM-H 59.5 64.6 

SVM-R 61.2 66.8 

Table 6  Effects of different features 

Features 
Performance drop 

mic-a mac-a 

beginning n-grams 2.07 2.11 

first EDU 1.85 1.71 

separated by a semicolon 1.09 0.85 

the same verb 0.37 0.32 

auxiliary word zhe|着 or le|了 or guo|过 0.36 0.21 

discourse connectives 0.32 0.74 

number word 0.11 0.55 

length difference in tokens 0.04 0.12 

length in EDUs 0.01 0.01 

We extracted positive and negative instances 

from all the training data for SVM-H. However for 

SVM-R, from the training data, we removed those 

discourse trees that are all right-branching or are all  
Table 3  Training instances of two methods 

Type SVM-R SVM-H 

negative 2671 14661 

positive 2671 15530 

total 5342 30191 

 

left-branching in the tree structure, in order to keep a 

balance between positive and negative instances. But 

please note that in all situations the test data for both 

methods keeps the same. Table 3 lists the number of 

extracted instances for training by two methods in the 

held-out test set. The number of training instances of 

SVM-R is much smaller (about 1/6) than that of 

SVM-H. 

Macro Accuracy (mac-a) and Micro Accuracy 

(mic-a) are used to evaluate the performance of two 

methods SVM-H and SVM-R.  

mac-a

number of sentences wih correctly predicted disourse structure
,

number of all sentences



(4) 

 
mic-a

number of nodes with correctly predicted structure 
.

number of nodes in all sentences


 (5) 

In training process, all classifiers are trained on 

the basis of individual instances. The test procedure is 

different for two evaluation metrics: mac-a tests on the 

tree structure of a full sentence, while mic-a tests on 

the basis of individual nodes of discourse subtrees. We 

adopt LibSVM package to do our experiments, with a 

linear kernel and all default values. 

5.2  Experimental results 
Table 4 and 5 report the evaluation results of  

Table 5  Results in 5-fold cross-validation 

Fold 
mac-a mic-a 

SVM-H SVM-R SVM-H SVM-R 

1 58.9 60.9 64.1 67.1 

2 57.9 60.1 63.8 66.2 

3 58.9 60.3 63.1 66.3 

4 58.8 60.1 64.7 66.4 

5 57.7 60.4 64.2 66.3 

Ave. 58.4 60.4 64.0 66.5 

 

parsing accuracy. Table 4 reports the results of the 

held-out test set, and it shows that our proposed 

SVM-R model performs significantly better than the 

previous approach SVM-H (p-value <0.01), with 1.7% 

increase in mac-a and 2.2% increase in mic-a. Table 5 

reports the results of 5-fold cross-validation in the 

training data, and it shows that our SVM-R model is 

consistently better than SVM-H. 

5.3  Different features 
We further investigate what kind of features are 

more useful for Chinese discourse tree construction, 

by demonstrating the performance drop when 

subtracting each feature in our SVM-R model. Table 6 

reports the results. 

In Chinese discourse tree building, the top two 

important features are beginning n-grams and first 

EDU. To our surprise, these two features are well 

suited to two salient properties of Chinese language. 

First, Chinese is a paratactic language, and compared 
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