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Abstract.Classification of word semantic relation is a challenging task in 

natural language processing (NLP) field. In many practical applications, we 

need to distinguish words with different semantic relations. Much work relies 

on semantic resources such as Tongyici Cilin and HowNet, which are limited 

by the quality and size. Recently, methods based on word embedding have re-

ceived increasing attention for their flexibility and effectiveness in many NLP 

tasks. Furthermore, word vector offset implies words semantic relation to some 

extent. This paper proposes a novel framework for identifying the Chinese word 

semantic relation. We combine semantic dictionary, word vector and linguistic 

knowledge into a classification system. We conduct experiments on the Chinese 

Word Semantic Relation Classification shared task of NLPCC 2017. We rank 

No.1 with the result of F1 value 0.859. The results demonstrate that our method 

is very scientific and effective. 

Keywords: Word relation classification, Word vector, Semantic lexicons, Lin-

guistic knowledge. 

1 Introduction 

The classification of word semantic relation focuses on lexical level, which purpose is 

to predict the categorization of semantic relation between two Chinese words. Specif-

ically, given a pair of Chinese words, it is required to recognize this pair of words into 

one of the following semantic relations: synonym, antonym, hyponym and meronym. 

In many applications, we need to distinguish words with different semantic meanings, 

such as information extraction and the construction of semantic networks [1, 2]. This 

task is a challenging work in natural language processing field. 

Some attempts focus on dealing with this problem. One way is to rely on manual 

semantic resources, such as Tongyici Cilin [3] and HowNet [4]. The semantic relation 

of some words has been labelled in these resources.  It is effective and simple to find 

the semantic relation by matching dictionaries. However, the drawback is also obvi-

ous that we can only recognize the pairs when both of members are presented in the 

lexicons. 

The traditional classification methods utilize various features to train a classifier in 

a supervised manner. And these features can include lexical bag-of-words features 
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and other features based on syntactic parse trees. For grammar parsing trees, the path 

of dependencies between the constituency and the target entity has proven to be useful 

[5, 6]. 

In recent years, researchers pay attention to word embedding methods, such as 

skip-gram model [7-9] and Glove model [10]. This kind of methods has demonstrated 

outstanding performance in various tasks. Word embeddings are supposed to capture 

useful syntactic and semantic properties [11]. However, basic embedding methods 

have drawbacks in nature. One of the limitations is that word embeddings are usually 

learned by predicting a target word with its local context, leading to only limit infor-

mation being captured. Therefore, researchers raise interest in integrating lexicons 

into word embeddings to capture multiple semantics [12-16].  

The introduction of the word embeddings provides a new point for our task. Word 

embeddings are trained by predicting words between noun pairs using lexical relation-

specific features on a large unlabeled corpus, which absorbed incorporate relation-

specific information into the word embeddings [17]. [18] founded that the learned 

word representations capture meaningful syntactic and semantic regularities in a very 

simple way: vector offset.  

In this paper, we propose a novel framework that combines word vectors, semantic 

lexicon and linguistic knowledge for Chinese word semantic relation classification. 

We firstly match a pair of words with semantic dictionary, and then our system will 

output the label of these words if matched successful. Otherwise, we will automatical-

ly recognize the semantic relationship of these words with supervised model. In this 

model, we extract three features and combine them as our model input. Besides, we 

also introduce linguistic knowledge to our model. We conduct experiment on Chinese 

Word Semantic Classification shared task [19], which provides a benchmark dataset 

for evaluating the study on word relation classification for Chinese language. And we 

rank No.1 with the result of 0.859 of F1 value and outperform other methods by a 

very large margin. 

The remainder of this paper is arranged as follows. In section 2, we introduce our 

method. Section 3 introduces our dataset and experiment settings. Section 4 presents 

the experiments. Some conclusions are summarized in Section 5. 

2 Methodology 

In this section, we introduce our classification system firstly and then explain each 

part of the system.  

2.1 Classification System 

The method consists of three aspects, semantic dictionaries, supervised model and 

linguistic knowledge. We match a pair of words with a semantic dictionary. If the 

match is successful, we will output the label of the words in the dictionary. Otherwise, 

we will utilize supervised model to classify the words semantic relation automatically. 

Figure 1 gives the overall illustration of our method. 
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 Fig. 1. The overall illustration of our method 

2.2 Semantic Relation Classification Based on Dictionary 

Tongyici Cilin [3]. This dictionary has a lot of applications. One of which is used to 

find synonyms of words. So we can use the dictionary to recognize the semantic rela-

tionship of a pair of words, and the relationship will be labelled synonyms if these 

words both involved in the dictionary. 

The Cilin dictionary is organized by a 5-layer hierarchical structure. Correspond-

ingly, it supplies 5-layer patterns to generate code for a group of words. And there are 

three ways to end the code items in the dictionary: “=”, “#”, “@”. “=” stands for syn-

onyms, “#” stands for related words, but not synonymous, “@” represents isolated 

words, neither synonyms nor related words. For instance, the pair of words (水平

/level, 程度/degree) are coded as “Dd12A02=”, words (男队/male team, 女队/female 

team) are coded as “Dd07B09#”, and the word (高地 /highland) is coded as 

“Dd09A05@”. So we only need those words which code items ended by “=”. 

HowNet [4]. HowNet is a common knowledge base, which is based on the concepts 

represented by Chinese and English terms as a description object to reveal the rela-

tionship between concepts and concepts and attributes possessed by concepts. 

HowNet also reflects the semantic relations among words, including hyponyms, syn-

onyms, antonyms and meronyms and so on. So we can use HowNet to find the se-

mantic relationship of two words. 

Antonym Dictionary. There are many antonym phrases on the Internet, so we can 

construct an antonym dictionary which contains high-frequency antonyms. We match 
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a pair of words with the antonyms dictionary, and if the match is successful, then the 

semantic relationship will be labelled antonyms. 

Other Dictionary. We also use the Internet to recognize the semantic relation of a 

pair of words. Synonyms and antonyms of a word are listed in the Baidu Chinese 

Dictionary. Through this resource, we can automatically match a pair of words. For 

example, there is a pair of words (高兴/happy, 难过/sad), if we enter the website: 

http://hanyu.baidu.com/s?wd=高兴&from=zici, then we will find that the relationship 

of two words is antonyms. Figure 2 shows the example, and both words are labelled 

in red blocks. 

 

Fig. 2. The example of Baidu Chinese dictionary 

2.3 Semantic Relation Classification Based on Various Features 

In this section, we explain the classification model based on various features: vector 

offset, word similarity and part of speech. This method mainly uses the word embed-

ding to extract the features, and recognize the semantic relation of two words. We will 

extract features from different angles.  

Vector Offset. Vector offset technique is employed in this step, which is a  simple 

algebraic operation performed on the word vectors. For example, vector(King) – vec-

tor(Man) + vector(Woman) produces a vector that is closest to the vector representa-

tion of the word Queen [18]. As a result, the male/female relationship is learned au-

tomatically.  

We approximate the above example as a mathematical expression: vector (King) – 

vector (Queen) ≈ vector (Man) – vector (Woman). We can get some information 

from this formula. We know that King and Queen are very similar words. This pair of 

words has many same attributes, such as noble identity, style of the palace, luxury and 

so on. A significant difference between these two words is that the gender is different, 

King is male, and Queen is female. Similarly, the main difference between Man and 

http://hanyu.baidu.com/s?wd=高兴&from=zici
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Woman is the gender either. From this point of view, the above formula can depict 

different semantic parts of two words. 

In this way, the model can capture the semantic regularities between a pair of 

words easily. So we get the first feature of the model. 

Given a pair of words (𝑣𝑠_1, 𝑣𝑠_2), the feature defines 𝑣𝑖𝑛𝑓𝑜 as follows: 

 𝑣𝑖𝑛𝑓𝑜 = 𝑣𝑠_1 − 𝑣𝑠_2 (1) 

Where 𝑣𝑠_1 𝑎𝑛𝑑 𝑣𝑠_2 are vector representations of word 𝑤𝑠_1 𝑎𝑛𝑑 𝑤𝑠_2 . 

Cosine Similarity. We extract new feature to characterize semantic similarity be-

tween two words. In the field of machine learning, especially in the field of NLP, 

cosine similarity is often used to calculate the text similarity. So here we depict the 

semantic similarity by calculating the cosine value of two words vectors. Given a 

word pair 𝑣𝑠_1, 𝑣𝑠_2, we use 𝑐∗ to represent cosine similarity. 

Part of Speech. In Chinese words, the words’ part of speech can give us a lot of in-

formation. If two words are both nouns, their semantic relationship is probably not 

antonymous, because antonyms are often adjectives or verbs. Under this assumption, 

we extract part of speech as a feature, and for simplicity, we divide the feature into 

four parts: nouns, verbs, adjectives, and others, and then encode them. Given a 

word 𝑤𝑠_1, the feature defines 𝑝𝑠_1 as follows: 

 𝑝𝑠_1 =  

{
 

 
  1,   𝑖𝑓 𝑤𝑠_1 𝑖𝑠 𝑎𝑑𝑗𝑒𝑐𝑡𝑖𝑣𝑒.

  2,            𝑖𝑓 𝑤𝑠_1 𝑖𝑠 𝑣𝑒𝑟𝑏.

  3,           𝑖𝑓 𝑤𝑠_1 𝑖𝑠 𝑛𝑜𝑢𝑛.

  4,                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

 (2) 

Classification Model. Now we have obtained three features of depicting semantic 

relations: 𝑣𝑖𝑛𝑓𝑜 , 𝑐
∗, 𝑝𝑠_𝑖 .  𝑝𝑠_𝑖 stands for the part of speech of the word 𝑤𝑠_𝑖. We com-

bine these features and feed it as our model input.  

Given a word pair 𝑣𝑠_1, 𝑣𝑠_2, we combine these features into a vector defines X: 

 X = (𝑣𝑖𝑛𝑓𝑜 , 𝑐
∗, 𝑝𝑠_1 , 𝑝𝑠_2) (3) 

Softmax classifier is a supervised model for multi-classification problems, which is 

very simple but effective. Here, we use the softmax classifier to recognize our data.  

2.4 Semantic Relation Classification Based on Linguistic Knowledge 

Chinese words have many linguistic features. We can apply these characteristics to 

our task so as to improve the accuracy of our model. In the previous section, we use 

the softmax classification model to recognize the semantic relation of words. In this 

section, we will introduce the characteristics of Chinese word to update the output of 

the model. 
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Structural Feature. In Chinese vocabulary, some words have special word structure, 

and we can use the structure to update the results of our model. For instance, the se-

mantic relation of “树”(tree) and “树枝”(branch), “花”(flower) and “花蕾”(bud), 

“龟”(turtle) and “龟壳”(turtle shell) are all meronyms. More importantly, these words 

have the same structure. Their structure is “A and AB”. That phenomenon is very 

common to Chinese vocabulary, so we can use this structural feature into our system. 

Here is one more example, the semantic relation of “花”(flower) and “玫瑰花”(rose), 

“蛇”(snake) and “海蛇”(sea snake), “水”(water) and “海水”(sea water) are all hypo-

nyms. And their word structure is “A(蛇) and BA(海蛇)” or “A(花) and BCA(玫瑰

花)”, anyway, “A” is in the end. In addition, there are many other structural features 

can be for our reference, and we can make use of the structural features to improve 

the accuracy of our system. 

Special word feature. In Chinese vocabulary, some words have no practical mean-

ing, but they are part of a word, such as “子” in the word “椅子”. This type of word 

structure can also help our task. For example, the semantic relationship of  “桌子” 

and “桌腿” is meronyms, and if we remove the “子” from the “桌子”, then we will 

find we can use the word structural feature to update the results of our model. 

Single Word Feature. There are many words in the Chinese vocabulary with single 

word, such as “大”(big) and “小”(small), “胖”(fat) and “瘦”(thin). And normally, 

these words are antonyms. This is not an accidental phenomenon. In Chinese vocabu-

lary, few synonyms, hyponyms, or meronyms are composed of single word, they are 

often composed of two words or more words, such as “开心”(happy) and “高

兴”(happy), “车票”(ticket) and “火车票”(train ticket), “钢笔”(pen) and “笔帽”(pen 

cap). So if both words are composed of a single word, then we can make sure that the 

semantic relationship of the pair of words is antonyms.  

3 Experiment Settings 

3.1 Data Set and Evaluation 

The proposed approach is evaluated on the dataset released by NLPCC2017 shared 

task 1 [19]. The dataset contains 200 sample data and 2000 test word pairs with their 

semantic category. Our training set contains 913-word pairs, which come from web 

search and manual annotation, which consist of synonyms, antonyms, hyponyms and 

meronyms. We trained supervised model with training dataset and used the 200 sam-

ple data as validation set.    

The performance of our experiments is evaluated by the macro-averaged precision 

(P), recall (R) and F1-score. So we compute P, R, and F1-score for each relation, and 

then compute the macro-averaged P, R and F1-score.  
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4 Results and Analysis 

In this section, we show the results of our experiments and analyze the results. 

Table 1 shows the results of our entire classification system, including the synonym 

class, the antonym class, the hyponym class, the meronym class and the macro-

averaged score. In Table 1, P represents the precision, R stands for the recall. Our 

scoring metric is macro-averaged F1-score for four-way classification. 

Table 1. Result of our classification system 

Category P R F1 

Synonym 0.859 0.952 0.903 

Antonym 0.945 0.828 0.883 

Hyponym 0.770 0.870 0.817 

Meronym 0.885 0.784 0.831 

Macro-average 0.865 0.859 0.859 

 

As is shown in Table 1, four categories of F1 value have exceeded 0.8, and F1 val-

ue of synonym reached 0.903. Specifically, the score of synonym and antonym is 

significantly better than hyponym and meronym, and their F1-score are both higher 

than 0.85, indicating that our method is very effective for synonym and antonym. As 

for the hyponym and meronym, the hyponym P value and the meronym R value are 

slightly lower. It is due to that in Chinese vocabulary, the semantic relationship of 

some words is difficult to recognize in these two categories. For example, the seman-

tic relationship of “四大名著”(Four famous novels) and “红楼梦”(Story Stone) is not 

only hyponyms but also meronyms. In addition, our training data set is relatively 

small, which will restrict the result of our classification system. 

Table 2 shows the comparison of the supervised model and the merging method. In 

Table 2, SMX means softmax method; DC means dictionary method; LK means lin-

guistic knowledge method. We can see that the result of ID.1 reaches 0.527, which is 

acceptable given the small training dataset. Besides, the result ID.3 achieves 0.859 of 

F1 value, which performs 0.332 (63%) higher than ID.1. It illustrates the effectiveness 

of the merging approach.  

Table 2.  Results of classification by various models or methods 

ID. Method P R F1 

1 SMX 0.576 0.526 0.527 

2 SMX + DC 0.761 0.736 0.729 

3 SMX + DC + LK 0.865 0.859 0.859 

  

Table 3 shows the results of the classification system by selecting different fea-

tures. It can be seen that F1 value of ID.1 reaches 0.790, and the result of all features 

is 0.859, indicating that the feature 𝑣𝑖𝑛𝑓𝑜 is critical to the whole classification system. 

Besides, the F1 value of ID.2 performs 0.036 (4.6%) higher than ID.1 duo to the use 
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of feature 𝑐∗. The result of ID.3 reaches 0.859 by introducing feature  𝑝𝑠_𝑖 , and ID.3 

is submitted as our final result. 

Table 3. Comparison between single and merging features 

ID. Strategy P R F1 

1 𝑣𝑖𝑛𝑓𝑜 0.825 0.789 0.790 

2 𝑣𝑖𝑛𝑓𝑜 + 𝑐∗ 0.843 0.827 0.826 

3 𝑣𝑖𝑛𝑓𝑜 + 𝑐∗ + 𝑝𝑠_1 + 𝑝𝑠_1 0.865 0.859 0.859 

5 Conclusion 

In this work, we introduce a novel framework for the Chinese word semantic relation 

classification. This framework utilizes the semantic dictionary, linguistic knowledge 

and word embedding. The results on NLPCC-2017 shared task 1 have demonstrated 

the efficiency of our approach. We rank No.1 with the result of F1 score 0.859. Our 

method can be a new clue to other NLP tasks. A promising future work for us is to 

extend our model to larger training dataset. And another interesting research point is 

to find a reasonable combination way of features, which maybe bring more excellent 

performance.  
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