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Abstract. Recently, huge amount of text with user consumption intentions have 

been published on the social media platform, such as Twitter and Weibo, and 

classifying the intentions of users has great values for both scientific research 

and commercial applications. User consumption analysis in social media con-

cerns about the text content representation and intention classification, whose 

solutions mainly focus on the traditional machine learning and the emerging 

deep learning techniques. In this paper, we conduct a comprehensive empirical 

study on the user intension classification problem with learning based tech-

niques using different text representation methods. We compare different ma-

chine learning, deep learning methods and various conbinations of them in 

tweet text presentation and users’ consumption intention classification. The ex-

perimental results show that LSTM models with pre-trained word vector repre-

sentation can achieve the best classification performance.   

Keywords: Consumption Intention, Intention Classification, Text Representa-

tion, Machine Learning, Deep Learning 

1 Introduction 

With the development of social media, more and more users like to express their 

views, ideas, and other contents on the platform. There is a large amount of infor-

mation released by different users to express their needs to some kind of commodity 

or service, which is the so-called user consumption intention. These online texts with 

consumption intentions are of great value to both scientific research and commercial 

application. Therefore, consumption intention analysis in text data has drawn wide 

attentions in recent years. 

One existing solution is regarding user consumption intension analysis as a classi-

fication problem [1, 2, 3, 4]. Based on this idea, the user generated texts (such as re-

views, discussions, and posts published by users in social media) are used to train 

classifiers using either traditional machine learning techniques [1, 2, 3] or the emerg-

ing deep learning algorithms [4]. In addition, how to effectively represent the text for 

modeling user intensions is still a challenging task.  

In this paper, we conduct an empirical study for learning based user consumption 

intention classification in user generated texts. We apply different language models to 

mailto:yangmingzhou11@163.com
mailto:wangdaling@cse.neu.edu.cn
mailto:fengshi@cse.neu.edu.cn
mailto:zhangyifei@cse.neu.edu.cn


represent the texts, and use traditional machine learning and emerging deep learning 

techniques respectively for classifying the consumption intentions embedded in the 

texts. Our purpose is exploring the characteristics of machine learning and deep learn-

ing techniques in classifying users’ intentions. 

As a whole, our main contributions in this paper are as follows: 

(1) We implement the representation of text using traditional language model such 

as TF-IDF and neural language model such as Word2Vec.  

(2) We train different classifiers using traditional machine learning methods such 

as SVM and Naïve Bayes, and deep learning methods such as RNN and LSTM.  

(3) We conduct comprehensive experiments by combining the different text 

presentation models and different classification methods, and discuss the characteris-

tics of above models according to the experimental results. 

The remainder of this paper is structured as follows: Section 2 describes the prob-

lem of consumption intention classification, and gives our implementation frame-

work. In Section 3, we analyze a series of experiments conducted for exploring the 

characteristics of different text presentation and classification techniques. We intro-

duce the related work in Section 4. Finally we conclude the paper and give the future 

work in Section 5. 

2 Problem and Approach Description 

2.1 Problem Description 

In social media, user generated text include two types, i.e. with consumption intention 

and without consumption. For the former, the intention may be “I want to buy a new 

dress” or “I'm going to see the sea in Dalian”. The above two sentences express clear 

consumption requirement. For the latter ones, such as “The street is too dirty” or “I'm 

so glad you're all right!”, the text only express some emotions, but not intentions. 

In previous literature, consumption intention is categorized into six classes includ-

ing “Food & Drink”, “Travel”, “Career & Education”, “Goods & Services”, “Event & 

Activities”, and “Trifle” [3]. The detailed explanations are as follows. We give exam-

ples of each category in Table 1. 

Table 1.  Categories of Intent Tweets 

Category Example 

food hungry...i need a salad......four more days to the BEYONCE CONCERT... 

travel I need a vacation really bad. I needa trip to Disneyland! 

career this makes me want to be a lawyer RT someuser new favorite line from an ... 

goods mhmmm, i wannna a new phone. Services ... i have to go to the hospital. ... 

trifle on my way to go swimming with the twoon @someuser; i love her so much-

hhhh! 

event I’m so happy that I get to take a shower with myself. :D 

 



• Food: Want to have some food or drink. 

• Travel: Want to visit some specific points of interests or places. 

• Career: Want to get a job, get a degree or do something for self-realization. 

• Goods: Want to have some non-food/non-drink goods (e.g., car) or services (e.g., 

haircut). 

• Trifle: Want to talks about daily routine, or some mood trifles. 

• Event: Want to participate in some activities which do not belong to the afore-

mentioned categories (e.g., concert). 

Based on the class labels, models can be trained for user consumption intention 

classification. 

2.2 Implementation Framework 

In this paper, we also use the six intension classes and “Non-Intention” as labels. For 

the empirical study, we consider different text presentation and intention classification 

technique, so our framework is shown as Figure 1.  

 

Feature 
Representing 

Classifier 

Constructing 

Classifier 
Combining 

Classifier 
Evaluating 

TF-IDF Word2Vec 

Training 
Set 

Machine 
Learning 

Deep 
Learning 

Classifiers 

Test Set 
Classifier Classifier 

Results 

Metrics …… 

Training 
Feature  

Test 
Feature  

 

Fig. 1. Framework of Machine Learning and Deep Learning for Intention Classification 

The Training and Test Set have been annotated with six consumption intentions 

and “Non-Intention”. There are four operations in the framework. 

• Feature Representing: For every text in Training Set and Test Set, TF-IDF or 

Word2Vec are used to represent it, and the results are Training Feature Set and Test 

Feature Set. 

• Classifier Constructing: For above Training Feature Set, machine learning tech-

niques such as SVM and Naïve Bayes, and deep learning techniques such as RNN and 

LSTM are applied to construct classifier. The results are some different classifiers. 

• Classifier Combining: Based on different feature representing methods, different 

classifiers, and their different combinations, new classifiers are constructed. The re-

sults are some recombination classifiers. 

• Classifier Evaluating: For Test Set, based on its feature representation and some 

evaluation metrics e.g. F-score, above new recombination classifiers are evaluated. 



2.3 Text Feature Presentation and Classifier Construction 

In feature representation, we consider TF-IDF [5] and Word2Vec [6] model respec-

tively. In this paper, the text feature vector represented by TF-IDF is used to construct 

traditional machine learning classifiers, and the ones by Word2Vec is used to con-

struct traditional machine learning and deep learning classifiers. Figure 2 shows the 

feature presentation and classifier construction for intention mining detail in Figure 1. 
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Fig. 2. Problem, Techniques Used, and Corresponding Descriptions 

Based on TF-IDF, we utilize traditional machine learning techniques such as SVM 

and Naïve Bayes to construct different classifiers. The results include SVM classifier, 

Naïve Bayes classifier, and SVM+Naïve Bayes classifier. In addition, we utilize 

SMOTE method to balance dataset. 

Based on Word2Vec, we utilize traditional machine learning techniques such as 

SVM and SVM+Naïve Bayes, and further utilize deep learning techniques such as 

RNN and LSTM to construct different classifiers. The results include SVM classifier, 

RNN classifier, SVM+Naïve Bayes classifier, LSTM classifier, and BiLSTM (bidi-

rectional LSTM) classifier.  

3 Experiments 

3.1 Experiment Setup 

We evaluate above classifiers by experiments. The dataset is from Twitter. With the 

process in [3], the resultant statistical information of the dataset is shown as Table 2. 

In the Table 2, we can see the dataset have the problem of imbalanced data. And the 

number of tweet in “Non-Intent” and “Trifle” class is nearly twice as much as that of  

other classes except “Event” class.  

Table 2.  Statistical Information of Experiment Data 

Non-Intent Food  Travel Career Goods Trifle Event Total 

531 245 187 159 251 436 321 2130 



After reprocessing the dataset such as removing stop-words and balancing data 

classes, we use above classifiers and their combinations to classify consumption in-

tentions. We apply F-score to evaluate the classification results. For a binary classifi-

cation, the true class labels and the ones obtained by classifiers can constitute True 

Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). In 

this paper, for an intention (e.g. Food), the corresponding confusion matrix is shown 

as Table 3. 

Table 3.  Confusion Matrix of Classification Results 

Classified Intention 

True Intention 
Positive Negative 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

For an intention class, here we take Food as an example, if the intention of a tweet 

is Food, and the tweet is classified as Food, the result is TP. If it is classified as other 

intention, the result is FN. If the intention of a tweet is not Food, but it is classified as 

Food, the result is FP. If it is classified as other intention, the result is TN. So do other 

intentions. 

According to the confusion in Table 3, precision (P), recall (R), and F-score are de-

fined as Formula (1). 
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3.2 Experiment Results and Analysis 

Our experiments concern the following classification methods besides SVMTI and 

NBTI (The superscript TI means TF-IDF feature representation). 

• SVMTI+NBTI: It is ensemble of SVM and Naïve Bayes classifiers, where TF-IDF 

is used to represent features. 

• SVM200, SVM400: The SVM classifiers utilize 200, 400 dimensional word vectors 

as features respectively. 

• SVMSMOTE: The SVM classifiers use the SMOTE method to balance dataset. 

• NBSMOTE: The Naïve Bayes classifiers use the SMOTE method to balance da-

taset. 

• SVM100+NBTI: It is the ensemble of SVM and Naïve Bayes classifier, and 100 

dimensions word vector is the input of SVM. 

• RNN100, LSTM100: The RNN and LSTM are used as classifier respectively, and 

100 dimensional word vectors are used as their inputs. 

• BiLSTM100: It is bidirectional LSTM with 100 dimensional word vectors as its 

input. 

We show the F-score results of different feature presentations, classifiers, and their 

combinations in Figure 3, Figure 4, Figure 5, Figure 6, and Figure 7. 



Figure 3 is the comparison of three traditional machine learning classifiers. We can 

see their ensemble model has the best results almost in all classes. 

 

 

Fig. 3. Comparison of Traditional Machine Learning Methods 

Figure 4 is the comparison of three deep learning classifiers. For the same 

Word2Vec dimension, both LSTM and BiLSTM classifiers have better results than 

RNN in most classes. 

 

 

Fig. 4. Comparison of Adanced Deep Learning Methods 

In Figure 5, for SVM, the word vector features show better results than traditional 

TF-IDF features in all the dimension settings.  

 

 

Fig. 5. Comparison of SVM with Different Feature Presentations 

 



Moreover, when combining SVM and Naïve Bayes, the word vector based classifi-

er seems better than TF-IDF. The phenomenon is shown in Figure 6. 

 

 

Fig. 6. Comparison of SVM+NB with Different Feature Presentations 

We compared the traditional machine learning classifiers using SMOTE with the 

traditional machine learning classifiers without using it in Figure 7. We can see the 

classifiers using SMOTE method have the better results than the ones without using 

it. This observation demonstrates that balanced dataset can improve classification 

quality. 

 

 

Fig. 7. Comparison of Traditional Machine Learning Methods using SMOTE Method 

Form Figure 3 to Figure 7, in all results, we can see the “Trifle” class has a lower 

F-score almost in all figures, which may be due to some tweet in “Trifle” class is 

similar to tweet in “Event” class and “Goods” class. 

Finally, we compare the average F-score of all intention classes, and the result is 

shown in Figure 8. As a whole, LSTM and BiLSTM have achieved the best results. 

Moreover, the SVM classifiers with word vector features also show the second best 

results. This observation further demonstrates that distributed word embedding can 

improve classification quality for both traditional classifiers and deep models. 

In addition, for the same dataset, Wang et al. gave classification results [3] (Non-

Intent 35.56%, Food 54.63%, Travel 58.64%, Career 45.73%, Goods 43.25%, Event 

27.13%, Trifle 20.04%). Our results outperform Wang’s method in all classes. 

 



 

 

Fig. 8. Comparison of Average F-score for Different Classes of Intention 

4 Related Work 

Our work focuses on user consumption intention classification in social media text 

based on shallow and deep learning techniques. We do not consider extracting inten-

tion features from the text as [3]. In fact, in consumption intention analysis, there are 

many researches from different aspects. Besides text, the existing researches also 

consider other factors such as user behaviors [2, 7], user emotions [8], user interaction 

and participation [9], product features [10], website characteristics [11], and more 

factors [12]. Some literatures utilize other techniques such as innovation diffusion 

theory and the technology acceptance model [13] to detect user intensions. 

Our purpose in this paper is exploring the characteristics of traditional machine 

learning and deep learning techniques in classifying users’ intention for user generat-

ed text date, not proposing a new theory and technique. So we do not compare our 

work with above related work. But this work can be as our further research. 

5 Conclusion and Future Work 

For user generated text data in social media, we apply traditional and advanced lan-

guage model to represent the text feature, and utilize learning based techniques to 

classify user consumption intention embedded in the text. We implement different 

classifiers using different text features, and evaluate their classification performance 

by experiments. Experiment results show that the LSTM models can achieve the best 

F-Score in model classes. 

Obviously, the overall mechanism and detailed techniques used in this paper are 

not novel. However, how to utilize exist techniques to present tweet text feature, dis-

cover and class users’ consumption intentions is very important for the special appli-

cation. So our empirical study is significant, and indeed conveys valuable information 

on the problem. 



In the further, we intend to adjust parameters for more deep learning models and 

import more factors as above related work for obtaining better improvements. Moreo-

ver, we also intend to propose new method for the purpose. 
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