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Brief History

Early 1990s

Early 2000s

2017

Keyword Spotting
(e.g., AT&T)

System: “Please say collect,  
calling card, person, third  

number, or operator”

TV Voice Search
e.g., Bing on Xbox

Intent Determination
(Nuance’s Emily™, AT&T HMIHY)  User: 

“Uh…we want to move…we  want to 
change our phone line  from this house to 

another house”

Task-specific argument
extraction

(e.g., Nuance, SpeechWorks)  
User: “I want to fly from 

Boston  to New York next
week.”

AppleSiri  

(2011)

Facebook M & Bot  
(2015)

Google Home  
(2016)

MicrosoftCortana  
(2014)

Amazon Alexa/Echo  
(2014)

Google Now (2012)

GoogleAssistant  
(2016)

Virtual Personal Assistants

Chatbots



Why Do We Need
• Get things done

• E.g. set up alarm/reminder, take note

• Easy access to structured data, services and apps
• E.g. find docs/photos/restaurants

• Assist your daily schedule and routine
• E.g. commute alerts to/from work

• Be more productive in managing your work and 
personal life



APP->Bots
• A bot is responsible for a “single” domain, similar to an 

app

Users can initiate dialogues instead of following the GUI design



GUI -> Conversational UI



GUI vs. CUI

Website/APP’s GUI Msg’s CUI

Situation Navigation, no specific goal Searching, with specific goal

Information Quantity More Less

Information Precision Low High

Display Structured Non-structured

Interface Graphics Language

Manipulation Click mainly use texts or speech as input

Learning Need time to learn and adapt No need to learn

Entrance App download Incorporated in any msg-based interface

Flexibility Low, like machine manipulation High, like converse with a human



Era of A.I. 
• Conversation systems with A.I. prevail (>///<) 

• Virtual personal assistant

• Apple Siri/Microsoft Cortana/Google Now

• ChatBot

• Baidu Duer, Microsoft (Xiaobing, Rinna, Tay)

• Yet to come: Facebook, Microsoft, more startups…



Conversation

• What is conversation
• Given q, respond with r

• Why is it possible?
• It is all about timing

• Data-driven v.s. big data

• 10 million is enough?

• Why is it challenging?
• Needless to mention

• Relevance

• Interestingness

• A lot of issues…



Background Knowledge
• Machine learning ≈ looking for a function



Machine Learning

Machine  
Learning

Unsupervised  
Learning

Supervised  
Learning

Reinforcement  
Learning

Deep learning is a type of machine learning approaches, called “neural networks”.



A Single Neuron



A Single Neuron



How Does It Work?



A Layer of Neurons



Deep Neural Networks



Categorizations
• Domain

• Open-domain

• Vertical domains

• How to obtain a reply?
• Retrieval-based methods

• Generation-based methods

• Combination of retrieval- and generation-based methods

• Scenarios
• Single-turn conversation

• Multi-turn conversation

• Style
• Passive conversation

• Proactive conversation
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RETRIEVAL-BASED 
CONVERSATION SYSTEM



Dataset
• Web provides opportunities with big data

• Social media, cQA,  BBS forums

Wang et al., EMNLP’13



Retrieval Process
• Retrieval model: 2-stage retrieval

• Fast retrieval: fast matching

• Post-response semantic matching (mapping to low-dimension 
vectors)

• Post-response similarity (vsm)

• Post-post similarity

• Linear match: 

Wang et al., EMNLP’13



Deep Match
• Essence 

• Matching: inner-product of two representing feature vectors

• From Linear to Deep
• Localness

• Hierarchy 

Lu et al., NIPS’13



Neural Network Structure
• Connect with topic patterns

• Matching architecture Lu et al., NIPS’13



Convolutions
• Convolutional sentence model

• Illustration of convolutional sentence model

Hu et al., NIPS’14



Convolutional Match
• ARC-I and ARC-II matching model

Hu et al., NIPS’14



Recurrent Modeling
• Question-Answer Matching

• Standard LSTM

• Concatenation of the last vectors on both directions of the biLSTM

• Average pooling over all the output vectors of the biLSTM

• Max pooling over all the output vectors

Tan et al., ACL’16



CNN+RNN Match
• Question-Answer Matching

• Convolutional LSTM

• LSTM first, then convolution

• Convolution first, then LSTM

• Based on results: more or less the same 

Tan et al., ACL’16



CNN+RNN Match + Attention
• Question-Answer Matching

• Attentive matching
Tan et al., ACL’16



Positional Matching
• Positional-based match

• Attention-based ranking

Wan et al., AAAI’16

Liu et al., CIKM’16



Recursive Matching
• Fused recursive match • Recursive match

Liu et al., ACL’16

Wan et al., IJCAI’16



Matching with Topic Info
• Additional info might help!

• Topic, knowledge, etc

• Topic information
• Topic word generation: LDA

• Topic-aware neural network

Wu et al., arXiv’16



Matching with Knowledge
• Here comes the knowledge

• Prior knowledge of sentence

• Tags, keywords, topics, entities, …

• Fusion of knowledge gate

• 3 channels: similarity, Bi-GRU match, Bi-GRU with knowledge 
match 

Wu et al., arXiv’16



Multi-Turn Conversation

• 2 typical scenarios for a  conversation system
• Single-Turn Conversation

• Multi-Turn Conversation

• Practical Concerns
• Effectiveness

• Efficiency
Yan et al., CIKM’16



Re-ranking Framework
• Off-line Process

• Data preparation: access, cleaning, storage, and indexing

• Online Process
• Search and retrieval

• Rankings

• Optimization: rank combination Yan et al., CIKM’16



Matching

• Rankers
• Shallow Ranker

• Representations: term-level, topic-level, entity-level

• Hand-crafted features: matching score (similarity, mutual information), 
translation probability, language model, term weighting, length, and fluency

• Deep Ranker

• Word Embeddings

• Bi-Directional LSTM

• Convolution

• Pooling

• Concatenation

• Matching

Yan et al., CIKM’16



Another View
• Data

• Search and retrieval

• Contextual reformulation
• Possible reformulations

Yan et al., SIGIR’16



Learning to Respond

• Sentence pair matching
• f(q,r)

• g(q,p)

• h(q,q0)

• Representation
• Word embedding

• Bi-Directional LSTM

• Convolution

• Pooling

• Concatenation

• Matching

Yan et al., SIGIR’16



Deep Learning to Respond
• Matching metric

• Sum-Product Process

Yan et al., SIGIR’16



Word Sequence Model
• Response selection

• Choose a response given contexts Zhou et al., EMNLP’16



Multi-view Model
• Views: hierarchical

• Word sequence

• Utterance sequence

Zhou et al., EMNLP’16



Sequential Match Network
• Context modeling with sequential utterances

• M1: match on the word-level

• M2: match on the segment-level (based on position)

• Convolution and pooling

• Matching sequence Wu et al., arXiv’16



Add-On Component
• StalementBreaker

• Human-human conversation
• Everyone leads the conversation!

• Ranking algorithm

Li et al., IJCAI’16



14

Gossips and Impacts
• Pilot study and state-of-the-art

• News media coverage
• Been reported within only 3 days after got published on arXiv

• UK DailyMail, The Stack, Headline Today, China Science, Peking 
University News and several others

Li et al., IJCAI’16



Re-thinking

• Till now we ALREADY have a well-defined paradigm for 
conversational systems
• Given a human utterance as a query, the system returns a response

• The most standard situation: a single q to a single r

• Some extensions: many q to a single r for multi-turn conversations 
[Yan et al., SIGIR’16]

• Query suggestions is important in IR



A New Idea

• What if
• we borrow the query suggestion solution in conversation systems?

• E.g. “response ranking” and “next utterance suggestion” 
simultaneously

• Potential benefits
• From passive conversation mode to proactive conversation mode

• Brings information outside users’ scope

• Improve conversational experiences

• Typical situations
• Predict something that users might say next

• New contents to talk about: people are open-minded in chit-chat



A New Task
• Problem formulation

• Given a query q

• Retrieve a candidate response r

• Suggest a next utterance s

• A triple of {q,r,s}

• Given the candidate responses r and suggestions s, we learn 
to couple them together so as to rank a pair of (r, s) given q.

• A ranking function



Dual-LSTM Chain Model

• Model framework
Yan et al., SIGIR’17



Results

• Appropriateness • Component Evaluations



GENERATION-BASED 
CONVERSATION SYSTEM



RNN Family

• Recurrent Neural Networks
• Vanilla RNN

• LSTM

• GRU

Schmidhuber et al., Neural Computing’97

Chung et al., arXiv’14



Sequence-to-Sequence
• Sequence-to-Sequence

• Basic sequence to sequence

• Sequential modeling with bi-directions

Sutskever et al., NIPS’14

Graves et al., ASSP’13



Attention Mechanism

• Attention signal
Bahdanau et al., ICLR’14



Neural Responding
• Encoder-Decoder with Attention signal

• Decoder

• Encoder: global Shang et al., ACL’15



Neural Responding Machine
• Encoder-Decoder with Attention signal

• More encoders: local schema

• Combinatory schema

Shang et al., ACL’15



Context-Sensitive Generation 
• Encoder-Decoder with Contextual information

• Concatenate each utterance c, m, r into a single sentence s 

• Strengthening the context bias 
• Bag-of-words

• Concatenation Sordoni et al., NAACL-HLT’15



Hierarchical Language Model

• Hierarchy
• Word level

• Sentence level 

• Auto-Encoder

Li et al., ACL’15



Hierarchical Encoder-decoder
• HRED (hierarchical recurrent encoder decoder)

• Hierarchical architecture (two level)

• a sequence of words for each utterance

• a sequence of utterances

Serban et al., AAAI’16



Topic-Aware Generation 
• TA-Seq2Seq (Topic Aware Seq2Seq)

• Topic attention obtained from a pre-trained LDA model 

Xing et al., arXiv’16



Contextual LSTM
• Add the topic vector T

Ghosh et al., KDD’16 Workshop



Conditional Generation Network

• Memory type LSTM

Wen et al., EMNLP’16



Conditional Generation Network

• Hybrid type LSTM

Wen et al., EMNLP’16



Semantically Conditioned LSTM

• Semantic Controlled LSTM
Wen et al., EMNLP’15



Generation Overview

• Case studies

Wen et al., EMNLP’15

Wen et al., EMNLP’15



Language Generation

• Constrained language generation

• Models: Backward/Forward Language Modeling
• sep-B/F v.s. syn-B/F v.s. asyn-B/F

Mou et al., arXiv’15



Extensions & Applications

• Extensions
• Constraints of phrases

• Constraints of multi-terms

• Applications
• Two-step conversation generation

• Step 1: keyword generation

• Step 2: Backward/Forward language generation

Mou et al., arXiv’15



2-Step Conversation
• Overview

• Step I: predict a keyword using PMI

• Step II: sequence generation with the predicted keyword

• Keyword prediction
• For a query word and a reply word:

• For all the words in the query

• PMI prefers a word that is most “mutually informative” 
with the query

Mou et al., COLING’16



Content Introducing
• Generation Process

• Backward sequence

• Forward sequence

Mou et al., COLING’16



Content Introducing Case
• Case studies



Implicit Content Introducing
• Hard constraint vs soft constraint

• Does the constraint word really need to exist, 
explicitly?



Soft Constraint
• Two ways to inject information

• Model
• Standard GRU

• Cue word GRU

• Fusion units

Yao et al., EMNLP’17



Illustrations
• An example query

• Visualization



Diversity in Conversation
• A well-known problem for conversation generation

• Diversity-promoting

• Maximum mutual information criterion
• Standard objective

• MMI objective

Li et al., NAACL’16



Diversity in Conversation
• MMI objective

• Penalty parameter

• Bayes theorems  

• Final representation

Li et al., NAACL’16



Persona in Conversation
• What is persona and 

why?
• Motivation examples

• Incoherent personality 
makes it impossible for 
current systems to pass 
the Turing test

• Embedding based persona

Li et al., NAACL’16



Emotion in Conversation
• Emotion is important

• Emotion classification

• Emotion fusion

Zhou et al., arXiv’17



Speaker Model
• What is persona and why?

• Persona as additional input

• Possible benefits: inference in persona

Li et al., ACL’16



Model Extension
• Speaker-addressee model

• Speaker vector

• Addressee vector

• Reranking 
• Persona fit?

• Message fit?

• Length penalty

Li et al., ACL’16



Semantically Conditioned LSTM

• Affect-LM: customizable 
affective text generation

Ghosh et al., ACL 2017

Five specific affect categories  et-1

Β is affect strength



Conditional VAE

• Conditional Variational Auto Encoder (CVAE)
zhao et al., ACL’17

• Knowledge-Guided CVAE (kgCVAE)



Conditional VAE

• Conditional Variational Autoencoder
zhao et al., ACL’17



Mechanism Aware Generation

Mechanism-aware  Neural machine 
for Dialogue Generation

Zhou et al., AAAI 2017

Encoder: returns context c

Diverter: calculate distribution over mechanism embeddings and return 

[c, mi]

Decoder: generate response according to [c,mi]



Mechanism Aware Generation

Objective

Generation 

process



Reinforcement Learning

Interactive learning of 
grounded verb semantics

She and Chai ACL 2017



Reinforcement Learning



Reinforcement Learning



Reinforcement Learning 

• Modeling the future direction by RL
• Conversation between two virtual agents

• Explore the space of possible actions while learning to maximize 
expected reward

Li et al., EMNLP’16



GAN

• Idea of adversarial training: GAN



GAN in NLP

• Languages are different from images
• Consecutive distributions vs. discrete distributions

• SeqGAN
• NO intermediate reward

• Policy:  to maximize the expected reward of the whole sequence 
after generation

• Generator and discriminator

Yu et al., AAAI’17



GAN in Conversation

• Seq2SeqGAN
• With the input sequence, using the idea of SeqGAN

• Generative model with discrimination via policy 

• Reward with every generation step

• Adversarial evaluation

Li et al., EMNLP’17



GENERATION + RETRIEVAL 
CONVERSATION SYSTEM



Motivation 

• Why 
• Retrieval is not enough?

• Generation is not enough as well?

• Retrieval + generation framework
Song et al., arXiv’16



Methodology

• Generation process
• Component ensemble Song et al., arXiv’16



EVALUATION



Automatic Evaluation

• Automatic evaluation is crucial to the research 
of language generation tasks such as:

• Machine translation 

• BLEU, NIST, METEOR, …

• Shared tasks for evaluation metrics in WMT

• Text summarization

• ROUGE, Pyramid, … 

• Dialog systems

• ????



• Human evaluation (widely used)

• Pair-wise

• Point-wise

• Automatic evaluation metrics

• BLEU [Ritter et al., 2011; Li et al., 2015; Sordoni et al., 2015; 

Song et al., 2016]

• Information: entropy, perplexity [Serban et al. 2016 and 

Mou et al. 2016]

• Diversity: distinc-1, distinc-2 [Li et al., 2015]

• Average response length [Serban et al. 2016, Mou et al. 

2016]

Typically Used Metrics in Dialog Systems



• Liu et al. (2016) show the weak correlation of existing 

metrics (e.g., BLEU, ROUGE and METEOR) with 

human judgments for dialog systems

• Significant diversity in the space of valid replied to a given input.

• Utterances are typically short and casual in open-domain dialog 
systems.

Liu et al., EMNLP’16

How NOT to Evaluate Dialogue Systems



• Predict a score of a reply given its query (context) and a ground 
truth reply. 

• It requires massive human-annotated scores to train the network

Lowe et al., ACL’17

ADEM Model



• Higher correlations compared with BLEU and ROUGE

ADEM Results



RUBER

• RUBER:  a Referenced metric and Unreferenced metric 
Blended Evaluation Routine for open-domain dialog 
systems



RUBER Results



DISCUSSIONS



Where Are We?

• We are doing well, enough?
• Users have really high expectations



Still A Long Way to Go

• How is AI in NLP now?
• There is still a long way to go



Expectations

• What can we expect in the future?
• Dialogue challenges

• Multi-turn understanding
• Semantic understanding

• Data challenges
• Vertical domains

• Intelligence challenges
• Reasoning
• Evolution



Thank You

• Q & A

• Email to 


