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Abstract. Review rating is a sentiment analysis task which aims to predict a 

recommendation score for a review. Basically, classification and regression 

models are two major approaches to review rating, and these two approaches 

have their own characteristics and strength. For instance, the classification 

model can flexibly utilize distinguished models in machine learning, while the 

regression model can capture the connections between different rating scores. In 

this study, we propose a novel approach to review rating, namely joint LSTM, 

by exploiting the advantages of both review classification and regression mod-

els. Specifically, our approach employs an auxiliary Long-Short Term Memory 

(LSTM) layer to learn the auxiliary representation from the classification set-

ting, and simultaneously join the auxiliary representation into the main LSTM 

layer for the review regression setting. In the learning process, the auxiliary 

classification LSTM model and the main regression LSTM model are jointly 

learned. Empirical studies demonstrate that our joint learning approach per-

forms significantly better than using either individual classification or regres-

sion model on review rating. 
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1 Introduction 

Sentiment analysis has attracted increasing attention along with the recent boom of e-

commerce and social network systems [1]. In sentiment analysis, review rating is a 

foundational task which aims to automatically assign a score to a review where the 

score often has a fixed range, such as 1-5 and 1-10. Review rating plays a key role in 

many real applications, such as recommendation system [2], online advertising [3] 

and information retrieval [4]. For instance, in a recommendation system, one popular 

way to recommend a product is to sort all products according to their rating scores 

which are obtained from the review rating component. 

Recently, the leading approaches to review rating deem it as a standard classifica-

tion problem and have achieved respectable performances in many review rating 
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tasks. For instance, review rating tasks with “5-star” or “10-star” rating systems are 

considered as a 5-class or 10-class classification problems and we can apply one-vs-

all method to return it to several binary classification problems [5]. However, the 

main criticism of the classification approaches to review rating is that classification 

approaches do not consider the similarity between class labels. For example, “1-star” 

is intuitively closer to “2-star” than to “4-star”. 

Another kind of optional approaches to review rating deem the review rating task 

as a regression problem which has a natural advantage over the similarity between 

class labels because of the consideration of different loss between different class la-

bels in the loss function. However, previous studies find that the regression models do 

not always perform better than classification models. For instance, Pang and Lee [6] 

empirically show that regression models perform better than classification models in 

the review rating tasks involving 4 stars but they perform worse than classification 

models in the review rating tasks involving 3 stars. 

Although both the classification and regression models have achieved some suc-

cess in the study of review rating, most of these methods are built with shallow learn-

ing architectures. In recent years, learning methods with deep architectures have 

achieved significant success in many natural language processing (NLP) tasks, such 

as machine translation [7], question answering [8] and text categorization [9]. It is a 

pressing need to extensively exploit the effectiveness of the deep learning methods on 

the task of review rating. 

In this paper, we employ a popular deep learning method, named Long Short-Term 

Memory (LSTM) network, to perform review rating in terms of both classification 

and regression models. The main merit of the LSTM method lies in that it equips with 

a special gating mechanism that controls access to memory cells and it is powerful 

and effective at capturing long-term dependencies [10].  

Furthermore, in order to exploit advantages of both the classification and regres-

sion models, we propose a novel approach, namely joint classification and regression 

model, to review rating. Specifically, we separate the review rating task into a main 

task (review regression) and an auxiliary task (review classification). An auxiliary 

representation learned from the auxiliary task with an auxiliary Long Short-Term 

Memory (LSTM) layer is integrated into the main task for joint learning. With the 

help of the auxiliary task, our approach boosts the performance of the main task. The 

experimental result demonstrates that our approach performs better than either the 

classification LSTM model or the regression LSTM model.  

The remainder of this paper is organized as follows. Section 2 overviews related 

work on review rating. Section 3 presents some basic LSTM approaches to review 

rating. Section 4 presents our joint classification and regression approach to review 

rating. Section 5 evaluates the proposed approach. Finally, Section 6 gives the conclu-

sion and future work. 

2 Related Work 
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In the last decade, sentiment analysis has become a hot research area in natural lan-

guage processing [1]. In this area, review rating is an important task and has attracted 

more and more attention since the pioneer work by Pang and Lee [6]. 

One major research line on review rating is to design effective features. Following 

Pang and Lee [6]’s work, most studies focus on designing effective textural features 

of reviews, since the performance of a rating predictor is heavily dependent on the 

choice of feature representation of data. For instance, Qu et al. [11] introduce the bag-

of-opinion representation, which consists of a root word, a set of modifier words from 

the same sentence, and one or more negation words. Beyond textural features, user 

information is also investigated in the literature of review rating. For instance, Gao et 

al. [12] use user leniency and product polarity for review rating; Li et al. [13] utilize 

the textual topic and user-word factors for sentiment analysis. Moreover, polarity 

shifting is also useful to review rating. For instance, Li et al. [14] propose a machine 

learning approach to incorporate polarity shifting information into a document-level 

sentiment classification system. Features learned from other domains can also be 

useful. For instance, Li et al. [15] propose a multi-domain sentiment classification 

approach that aims to improve performance through fusing training data from multi-

ple domains. 

Another major research line on review rating is to propose novel learning models. 

Pang and Lee [6] pioneer this field by regarding review rating prediction as a classifi-

cation/regression problem. They build the rating predictor with machine learning 

method under a supervised metric labeling framework. Socher et al. [16] introduce a 

family of recursive neural networks for sentence-level semantic composition. Convo-

lutional neural networks are widely used for semantic composition [17] by automati-

cally capturing local and global semantics. Sequential models like Gated Recurrent 

Neural Network are also verified as strong approaches for semantic composition [18]. 

However, it is worthy to note that although these deep learning approaches have been 

well applied in review rating, they all focus on classification models rather than re-

gression models. 

Our work follows the second research line, which aims to propose stronger learning 

models for review rating. Unlike all above studies, our work is the first to integrate 

both classification and regression models for review rating and demonstrates that the 

proposed joint model is a better choice for review rating than using either a classifica-

tion or a regression learning model. 

3 Basic LSTM Models for Review Rating 

In this section, we describe some basic LSTM approaches to review rating. The first 

subsection introduces basic LSTM network. The second subsection delineates the 

LSTM approach to review classification. The third subsection delineates the LSTM 

approach to review regression.  
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3.1 Basic LSTM Network 

Long short-term memory network (LSTM) is proposed by Hochreiter and Schmidhu-

ber [10] and it is designed to specifically address this issue of learning long-term de-

pendencies. The LSTM maintains a separate memory cell inside it that updates and 

exposes its content only when deemed necessary. A number of minor modifications to 

the standard LSTM unit have been made. In this study, we apply the implementation 

used by Graves [19] to map the input sequence to a fixed-sized vector. 

The architecture of a LSTM unit consists of an input gate i , an output gate o , a 

forget gate f , a hidden state h , and a memory cell c . At each time step t , the 

LSTM unit is updated as follows: 

  1 1t i t i t i ti W x U h V c      (1) 

  1 1t f t f t f tf W x U h V c      (2) 

  1 1t o t o t o to W x U h V c      (3) 

  1tanht c t c tc W x U h    (4) 

 
1 tt t t tc f c i c   (5) 

  tanht t th o c  (6) 

Where 
tx denotes the input at time step t ,   denotes the logistic sigmoid function, 

 denotes elementwise point multiplication. W , U  and V  represent the corre-

sponding weight matrices connecting them to the gates. Intuitively, the forget gate 

controls how much the information is discarded in each memory unit, the input gate 

controls the amount of updated information in each memory unit, and the output gate 

controls the exposure of the internal memory state. 

3.2 Review Rating with LSTM Classification Model 

Figure 1 illustrates the classification model architecture for review rating with a 

LSTM layer. We utilize 
inputT to represent the input, and the input propagates through 

the LSTM layer, yielding the high-dimensional vector, i.e., 

 ( )inputh LSTM T  (7) 

Where h  is the output from the LSTM layer. 

Subsequently, the fully-connected layer is applied. The fully-connected layer ac-

cepts the output from the previous layer, weighting them and passing through a nor-

mally activation function as follows: 

 
* ( ) ( )Th dense h h b     (8) 
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Fig. 1. LSTM classification model                 Fig. 2. LSTM regression model 

Where   is the non-linear activation function, employed “ReLU” in our model. *h  is 

the output from the fully-connected layer. 

The dropout layer has been very successful on feed-forward networks [20]. By ran-

domly omitting feature detectors from the network during training, it can obtain less 

interdependent network units and achieve better performance, which is used as a hid-

den layer in our framework, i.e., 

 
* ( )dh h D p   (9) 

Where D denotes the dropout operator, p
 denotes a tuneable hyper parameter (the 

probability of retaining a hidden unit in the network), and dh  denotes the output from 

the dropout layer. 

The softmax output layer is used for a classification task. The output from the pre-

vious layer is then fed into the output layer to get the prediction probabilities, i.e., 

 ( )d d dp softmax W h b   (10) 

Where p  is the set of predicted probabilities of the review classification, dW  is the 

weight vector to be learned, and db is the bias term. 

Our classification model for review rating is trained to minimize a categorical 

cross-entropy loss function. Specially, the loss function is defined as follows: 

 
1 1

1
log

m l

C ij ij

i j

loss y p
m  

    (11) 

Where Closs  is the loss function of the classification model for review rating, m  is 

the total number of samples, l  is the number of review categories, ijy indicates 

Input

ReLU Layer

Dropout Layer

Fully-connected Layer

Regression Output

LSTM Layer

Input

Softmax Layer

Dropout Layer

Fully-connected Layer

Classification Output

LSTM Layer



6 

whether the i-th sample truly belongs to the j-th category, and ijp  refers to the predict-

ed probability. 

3.3 Review Rating with LSTM Regression Model 

Figure 2 illustrates the regression model architecture for review rating with a LSTM 

layer. From Figure 1 and Figure 2, we can see that most layers, such as the LSTM 

layer, the fully-connected layer, and the dropout layer, are the same as those in the 

classification model, which has been described in the last subsection.  

Different from the classification model, our regression model utilizes a rectified 

linear unit output layer instead of a softmax layer, i.e.,  

 ReLU( )d d df W h b   (12) 

Where dW and db take the same meaning to the classification model above. f  is the 

predicted value, which is a discrete variable.  

For the regression model, we employ “mean squared error” for loss function. Spe-

cially, the loss function is defined as follows: 

 
2

1

1
|| ||

2

m

R i i

i

loss f y
m 

   (13) 

Where 
Rloss  is the loss function of review regression, 

iy  is real value and 
if  is the 

predicted value of i-th sample, and m  is the total number of the training samples. 

4 Review Rating with Joint Classification and Regression 

Model 

 

Fig. 3. Overall architecture of the proposed joint-LSTM model for review rating 
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Figure 3 gives the overall architecture of joint classification and regression model 

which contains a main LSTM layer and an auxiliary LSTM layer. In our study, we 

consider the review regression task as the main task and the review classification task 

as the auxiliary task. The goal of the approach is to employ the auxiliary representa-

tion to assist the regression performance of the main task. The main idea of our joint 

classification and regression approach lies in that the auxiliary LSTM layer is shared 

by both the main and auxiliary tasks so as to leverage the learning knowledge from 

both the classification and regression models. 

4.1 The Main Task 

Formally, the main regression representation of the main task is generated from both 

the main LSTM layer and the auxiliary LSTM layer respectively: 

 1 ( )input

main mainh LSTM T  (14) 

 2 ( )input

main auxh LSTM T  (15) 

The output 
1mainh represents the representation for the regression model via the main 

LSTM layer and the output 
2mainh  represents the representation for the regression 

model via the auxiliary LSTM layer. 

Then we concatenate the two regression representations as the input of the hidden 

layer in the main task 

 1 2( )d

main main main mainh dense h h   (16) 

Where 
d

mainh  denotes the outputs of fully-connected layer (dense layer) in the main 

task, and   denotes the concatenate operator. 

4.2 The Auxiliary Task 

The auxiliary representation is also generated by the auxiliary LSTM layer, which is a 

reused LSTM layer and is employed to bridge across the classification and regression 

models. The reused LSTM layer encodes both the same input sequence with the same 

weights: 

 ( )input

aux auxh LSTM T  (17) 

Where auxh  represents the representation for the classification model via the reused 

LSTM layer. 

Then a fully-connected layer is utilized to obtain a feature vector for classification, 

which is the same as the hidden layer in the main task: 

 ( )d

aux aux auxh dense h  (18) 
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Where 
d

auxh  denotes the output of fully-connected layer (dense layer) in the auxiliary 

task. Other layers including a dropout layer and a softmax layer, as shown in Figure 3, 

are the same as those which have been described in Section 3.2. 

4.3 Joint Learning 

Finally, we define our joint cost function for joint classification and regression model 

as a linear combination of the cost functions of both the main task (i.e., the regression 

task) and auxiliary task (i.e., the classification task) as follows: 

 intjo LSTM R Closs loss loss    (19) 

 We take RMSprop as the optimizing algorithm. All the matrix and vector parame-

ters in neural network are initialized with uniform samples in 

 6 / , 6 / ( )r c r c   
 

, where r  and c  are the numbers of rows and columns in 

the matrices. In order to avoid over-fitting, the dropout strategy is used to both the 

main LSTM layer and auxiliary LSTM layer. 

5 Experimentation 

In this section, we systematically evaluate the performance of our joint classification 

and regression model for review rating. 

5.1 Experimental Settings 

Data Settings：Our data are from Mcauley [21] which are collected from Amazon1. 

The data contain 10 domains, i.e., Books, CDs, Phones, Clothing, Electronics, Health, 

Kitchen, Movies, Sports and Toys. Each domain’s ratings range from 1 star to 5 stars.  

In each domain, we extract a balanced data set from the collected data, i.e., 1000 

samples from each star. We use 80% of the data in each review category as the train-

ing data and the remaining 20% data as the test data. We also set aside 10% from the 

training data as the validation data which are used to tune learning algorithm parame-

ters. 

Representation：For word representation, we employ skip-gram algorithm (gensim2 

implementation) by word2vec to pre-trained word embedding on the whole data. The 

length of each text is set to a fixed size.  

Basic Prediction Algorithms：(1) Support vector machine (SVM), a popular shal-

low-learning algorithm, is implemented with the libSVM3 toolkit. Moreover, we im-

plement SVM regression algorithm with the linear kernel, namely SVR for review 

                                                           
1  http://Amazon.com/ 
2  http://radimrehurek.com/gensim/ 
3  http://www.csie.ntu.edu.tw/~cjlin/libsvm/ 
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rating. (2) LSTM, as the basic prediction algorithm in our approach, is implemented 

with the tool Keras4. It is used in both the classifier and regressor for review rating. 

Parameters Setting: (1) The parameters of SVM and SVR are set as defaults. (2) The 

hyper parameters of LSTM are well tuned on the validation data by the grid search 

method, and most important hyper parameters are shown in Table 1.  

Table 1.   Parameter setting in learning LSTM 

Parameter description Value 

Dimension of the LSTM layer output 128 

Dimension of the full-connected layer output 64 

Learning rate 0.01 

Dropout probability for regression 0.5 

Dropout probability for classification 0.5 

Epochs of iteration 30 

 

Evaluation Metric: We employ the coefficient of determination 
2R  to measure the 

performance on review rating. Coefficient of determination 
2R is used in the context 

of statistical models with the main purpose to predict the future outcomes on the basis 

of other related information. 2R  is a number between 0 and 1. 2R  nearing 1.0 indi-

cates that a regression line fits the data well. Formally, the coefficient of determina-

tion 
2R  is defined as follows: 

 
2 1 err

tot

SS
R

SS
   (20) 

 

2

tot i

i

SS y y
 

  
 

  (21) 

  
2

err i i

i

SS y f   (22) 

 
1

1 n

i

i

y y
n





   (23) 

Where
iy is the real value and 

if  is the predicted value of each sample. 

Significance Test: We randomly split the whole data into training and test data 10 

times and employ two different learning approaches, namely A1 and A2, to perform 

review rating. Then, we employ t-test to perform the significance test to test whether 

the learning approach A1 performs better than A2 (or otherwise). 

                                                           
4  https://github.com/fchollet/keras 
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5.2 Experimental Results  

For a thorough comparison, we implement several approaches to review rating. These 

approaches are introduced as follows. 

     SVM: The support vector machine classifier with all the parameters default. 

     C_LSTM: The LSTM classification model which is described is Section 3.2. 

     SVR: The support vector machine regressor with all the parameters default. 

     R_LSTM: The LSTM regression model which is described in Section 3.3. 

     AVG_LSTM: A straightforward approach to integrate the LSTM classification 

and regression models. Specifically, this approach consists of two main stages. 

In the first stage, we train a LSTM classifier and regressor respectively. In the 

second stage, we simply combine the results from the classifier and regressor by 

averaging them. For instance, if the result of the LSTM classifier is 1 star and 

the result of the LSTM regressor is 3 star, the combining result is the average of 

them, i.e., (1+3)/2=2star.  

     JOINT_LSTM: This is our approach to integrate the LSTM classification and 

regression models by learning an auxiliary representation for joint learning, 

which is described in section 4 in detail.  

Table 2.   Performances of different approaches to review rating 

 

Table 2 shows the performances of different approaches to review rating. From this 

table, we obtain following findings. 

Regression models perform much better than classification models. Specifically, 

SVR outperforms SVM with a wide margin and R_LSTM consistently outperforms 

C_LSTM with a wide margin. This is mainly due to the fact that the regression mod-

els are more suitable for the evaluation metric 
2R . Significance test shows that SVR 

significantly outperforms SVM (p-value<0.001) and R_LSTM significantly outper-

forms C_LSTM (p-value<0.001). 

In regression models, R_LSTM performs much better than SVR in all 10 domains. 

This result encourages to apply deep learning approaches to the task of review rating. 

Significance test shows that R_LSTM significantly outperforms SVR (p-value<0.001). 

  Books CDs Phones Clothing Electronics 

Classification SVM 0.115 0.144 0.082 0.087 0.003 

C_LSTM 0.341 0.350 0.235 0.305 0.224 

Regression SVR 0.352 0.411 0.342 0.390 0.333 

R_LSTM 0.502 0.522 0.437 0.500 0.442 

Joint AVG_LSTM 0.506 0.508 0.425 0.488 0.422 

JOINT_LSTM 0.540 0.557 0.455 0.520 0.466 

  Health Kitchen Movies Sports Toys 

Classification SVM 0.077 0.278 0.200 0.269 0.307 

C_LSTM 0.306 0.377 0.347 0.372 0.440 

Regression SVR 0.346 0.458 0.399 0.437 0.460 

R_LSTM 0.444 0.554 0.481 0.529 0.559 

Joint AVG_LSTM 0.465 0.540 0.495 0.524 0.557 

JOINT_LSTM 0.472 0.565 0.520 0.542 0.572 
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When combining the LSTM classification and LSTM regression models, 

AVG_LSTM performs well in some domains, such as Books, Health, and Movies, 

achieving better 2R  than R_LSTM. However, in some other domains, such as CDs, 

Phones, and Clothing, it performs worse than R_LSTM. These results demonstrate th 

at simply averaging the results of C_LSTM and R_LSTM would not always improve 

the performances of R_LSTM. 

When combining the LSTM classification and LSTM regression models, 

JOINT_LSTM outperforms R_LSTM in all 10 domains. Averagely, JOINT_LSTM 

improves R_LSTM with about 0.024 in 
2R . This result verifies the effectiveness of 

the proposed joint model to review rating. Significance test shows that our approach, 

i.e., JOINT_LSTM, significantly outperforms both R_LSTM and AVG_LSTM (p-

value<0.01). 

6 Conclusion 

In this paper, we propose a novel approach, namely joint classification and regression 

model, to review rating, by exploiting advantages of both the review classification 

and regression models. In our approach, we employ an auxiliary LSTM layer to learn 

the auxiliary representation in the review classification task (as the auxiliary task) and 

employ it in the regression task (as the main task). To achieve this, a neural network 

based model, namely joint LSTM, is employed to bridge across the classification and 

regression models via a shared LSTM layer. Empirical studies demonstrate that the 

LSTM model is appropriate for both the review classification and regression task. 

Moreover, the results show that our joint learning approach significantly boosts the 

performance of the main regression task in all 10 domains.  

In our future work, we would like to improve joint LSTM by looking for better 

classification models for review rating. Furthermore, we would like to apply our pro-

posed joint LSTM model in other NLP applications which involve both the classifica-

tion and regression implementations. 
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