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Abstract. Repeated Reading (re-read), which means to read a sentence
twice to get a better understanding, has been applied to machine read-
ing tasks. But there have not been rigorous evaluations showing its exact
contribution to natural language processing. In this paper, we design four
tasks, each representing a different class of NLP tasks: (1) part-of-speech
tagging, (2) sentiment analysis, (3) semantic relation classification, (4)
event extraction. We take a bidirectional LSTM-RNN architecture as
standard model for these tasks. Based on the standard model, we add
repeated reading mechanism to make the model better “understand” the
current sentence by reading itself twice. We compare three different re-
peated reading architectures: (1) Multi-level attention (2) Deep BiLSTM
(3) Multi-pass BiLSTM, enforcing apples-to-apples comparison as much
as possible. Our goal is to understand better in what situation repeated
reading mechanism can help NLP task, and which of the three repeat-
ed reading architectures is more appropriate to repeated reading. We
find that repeated reading mechanism do improve performance on some
tasks (sentiment analysis, semantic relation classification, event extrac-
tion) but not on others (POS tagging). We discuss how these differences
may be caused in each of the tasks. Then we give some suggestions for
researchers to follow when choosing whether to use repeated model and
which repeated model to use when faced with a new task. Our results
thus shed light on the usage of repeated reading in NLP tasks.

1 Introduction

Bidirectional LSTM-RNN (BiLSTM) architecture has been successfully applied
to sentiment classification [9], question answering [23], Sequence Tagging [6], by
capturing syntactic and semantic aspects of text.

Repeated reading, first proposed to alleviate the lack of large scale training
and test datasets [4, 14]. The motivation is: if we read a sentence again (re-read),
we may get a better understanding of the sentence. There are three alternative
repeated reading architectures: (1) Multi-level attention (2) Deep BiLSTM (3)
Multi-pass BiLSTM.

Multi-level attention is mentioned as impatient reader in [4], which takes
first-level attention as weight and take the weighted sum of the BiILSTM outputs



as first-level memory, then use first-level memory to generate the second-level
attention and the second-level memory and so on. The attention on each word are
updated in each level, which lead to the update of memory. The extra information
brought by re-read is contained in the second-level attention / memory.

Deep BiLSTM is an alternative repeated reading architecture. After the cur-
rent sentence is read by an BiLSTM, the outputs of which are taken as the input
of the second BiLSTM with different parameters. By reading again, the model
can observe the sentence from a more integrated level, which is the effect of
repeated reading.

Multi-pass BiLSTM is the third architecture. In this architecture, after the
current sentence is read by an BiLSTM, A second BiLSTM with different pa-
rameters reads a delimiter and the current sentence again, but its memory state
is initialized with the last cell state of the previous BiLSTM. Then the informa-
tion brought by the second BiLSTM would contribute to the NLP task as extra
information.

Candidate Argument Candidate Trigger Candidate Argument

Fig. 1. The Standard BiLSTM Model.

Our goal in this paper is thus to investigate a number of NLP tasks with
the goal of understanding if repeated reading models is useful to natural lan-
guage understanding, and which kind of repeated reading model would offer
specific advantages. We investigate four tasks to show the effect of repeated
reading (re-read): (1) part-of-speech tagging: check the effect of re-read on word-
level semantic classification, (2) sentiment analysis: check the effect of re-read
on phrase-level and sentence-level sentiment classification, (3) semantic relation
classification: check the effect of re-read on learning long-distance relationship-
s between two words that may be far apart sequentially, (4) event extraction:
check the effect of re-read on extracting hierarchical structure from text.

The principal motivation for this paper is to understand better when repeated
reading models are needed to outperform simpler models by enforcing apples-
to-apples comparison as much as possible. This paper applies existing models
to existing tasks, barely offering novel algorithms or tasks. Our goal is rather
an analytic one, to investigate different versions of repeated reading models.
This work helps understand the pros and cons of different repeated reading
architectures.
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Table 1. The output layer function and objective function of the four task. 1: Part-
of-speech tagging; 2: Sentiment Analysis; 3: Semantic relation classification; 4: Event
Extraction

2 Models

2.1 Notations

We denote the text unit S (a phrase or a sentence) as a sequence of tokens /
words: S = {wy,wa, -+ ,wng}. Each word has a K-dim embedding e,,.

2.2 Standard BiLSTM Model and Application on Different Tasks

Long Short Term Memory (LSTM) LSTM [5] is defined as follows: given a
sequence of inputs X = {x1,Z2, - ,Zny}, an LSTM associates each timestep
with an input, memory and output gate, respectively denoted as i, f; and 0;. We
notationally disambiguate e and h: e; denotes the vector for individual text units
(e.g., word or sentence) at time step ¢, while h; denotes the vector computed
by the LSTM model at time ¢ by combining e; and h;_;. o denotes the sigmoid
function. The vector representation h; for each time-step t is given by:
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where W € RAEX2K ) ¢ RAEXT,

Bidirectional Models [13] add bidirectionality to the recurrent framework where
embeddings are calculated both forwardly and backwardly in each time step:
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Then, the output of time ¢ is hy = [h;7, hi].

Baseline Model The baseline model in this paper is shown in Figure 1, which is
a standard bidirectional LSTM. Since event extraction is the most complicated
task among the five, which needs to identify and classify the trigger as well as
arguments, we take event extraction as an example in Figure 1. In event extrac-
tion task, the event type and the roles are to be decided by the candidate trigger
and candidate arguments. Therefore, each of the output vectors hy, ha, -+, hng,



after concatenated with the trigger’s corresponding output vector hyi4, can be
taken as the feature vector for role classification. Also, hirig is the feature for
event type classification. Then the role output of the t-th word and the event
type output can be calculated by Eq 3.

OR.,t = ER tanh(WR[hta htrig] + bwr) + ber (3)
Or = Eptanh(Wrhyyig + but) + bet
where Wg, Er, Wy, Er are weight matrices, each dimension of Og + represents
the score of a role and each dimension of Op represents the score of an event
type.
In the event extraction case, given all of our training examples (x(i); y¥)7 yg))
(y(Tl) is the event type label, y%) [4] is the role label of j-th candidate argument),
we can then define the objective function as follows:

Tee(0) = > (> logp(yy [ille™, 0) + Xog p(y$” =), 0)) (4)
i
where A is a hyperparameter to balance the effect of trigger and argument. The

conditional probability for event type and role is obtained in Eq 5:

exp(ORr,[i])
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The neural network architectures of other tasks have some minor differences
from Figure 1. For sequence labeling tasks like POS tagging, we only need to
classify each token to a certain type, so after denoting y([j] as the POS tag
of j-th token in the i-th case, the output layer and objective function is shown
in Table 1. For the sequence classification tasks like task 2, we apply average
pooling to the output of the BILSTM, and send the pooling result to the logistic
regression classifier.

For the relation classification task, the model needs to know the position of
the two entities, so we assign an entity tag to each word using a commonly used
encoding scheme BILOU (Begin, Inside, Last, Outside, Unit)[12]. Each entity
tag corresponds to an one-hot vector with only the entity tag’s corresponding
entry is 1. We concatenate each word’s embedding with the corresponding tag’s
vector, and take them as the input of BiILSTM. Then the relation classification
can be transferred into sequence classification problem. The output layer and
objective function is shown in Table 1.

2.3 Repeated Reading Models

The three possible repeated reading architecture are shown in Figure 2. All of
them are based on the standard bidirectional LSTM architecture.



Multi-level Attention (MLA) In Figure 2a, the MLA model computes a
memory vector by attention mechanism using the BiLSTM output as in Eq 6.

o = tanh(Wb1H + thhtrig), a1 € ]RKXNS
s1 = softmax(wia1), s1 € RYs (6)

My =s1HY, M; e RF

where H = [hy,hy---hyg], Wy, Wy € REXE 4y € RE sy is the attention
weight. M; is the memory vector. To make the model understand the text better,

Roles Event Types Roles
OITTITTT] OITTITTT] [ITTTTT

Candidate Argument  Candidate Trigger  Candidate Argument Candidate Argument  Candidate Trigger  Candidate Argument

(2) - (b)

t t g
Candidate Argument  Candidate Trigger  Candidate Argument repeat the sentence

(c)
Fig. 2. Three re-read architectures: (a) Multi-level attention (b) Deep BiLSTM (c)
Multi-pass BiLSTM

we equip the model with re-read ability by the second attention level as follows
4]

. az = tanh(Wyo H + Wighirig + Wi M1)

so = softmax(waas), s2 € RYS (7)
M, = soHY, My € R¥

Then the output layer is shown as Eq 8.
ORr,t = Er tanh(Wgr|he, hirig, M2] + bwr) + ber (8)

Or = Er tanh(Wr[hirig, Ma] + but) + ber
For the other 3 tasks, the attention only depends on the BiLSTM’s output and

the memory:
a1 = tanh(Wy H)

_ )
Qg = tanh(WbQH + Wli)



Deep BIiLSTM(DB) In Figure 2b, we take the output of the BiLSTM as
the input of the second BiLSTM [18]. Then the second BiLSTM is the re-read
mechanism here. The output layer and objective function are the same as the
standard BiLSTM (Table 1).

Multi-pass BILSTM(MPB) The architecture in Figure 2c is the third pos-
sible architecture of repeated reading. After the current sentence is read by a
BiLLSTM, a second BiLSTM with different parameters is reading a delimiter and
the current sentence again (the second pass). We denote the outputs of the for-
ward and backward LSTMs of the second pass as H;” and H;~ respectively. The
encoding of the second pass is formed by the concatenation of the final forward
and backward outputs S’ = [H,” (Ng), HS (1)].
Then the output layer of event extraction (Task 4) is shown as Eq 10.

OR,t = ERr tanh(WR[hh htrig7 S/] + bwr) + ber

10
O1 = E7 tanh(Wr[hirig, S'] + buwt) + bet ( )

The output layer of other tasks are simply replace the “h;” in Table 1 with
3 179
[ht7 S ] .

3 Experiments

We detail the experiment settings and results in this section. In each case we em-
ployed standard training frameworks for the three architectures: for each task, we
used stochastic gradient decent using AdaDelta [24] with minibatches. Deriva-
tives are calculated from standard back-propagation [1]. Hyper-parameters are
tuned using the development dataset. The hyper-parameters include the size of
each hidden layer, learning rate, A in event extraction and parameters for Lo
penalizations. The model achieving best performance on the development set is
used as the final model to be evaluated.

We trained word embeddings on the Wikipedia+Gigaword dataset using the
WORD2VEC package®.

The number of running iterations is also treated as a hyper-parameter to
tune. we repeated the training procedure for each algorithm 20 times and report
the average accuracies as well as the statistical significance testing result (we use
Wilcoxon signed-rank test). Test scores that achieve significance level of 0.05 are
marked by an asterisk ().

3.1 Part-of-Speech Tagging

Task Description We use Wall Street Journal (WSJ) data as our testbed. We use
Sections 0-18 of the Wall Street Journal (WSJ) data for training, sections 19-21
for validation and sections 22-24 for testing. For the five architectures (standard
BiLSTM, 1-level MLA, 2-level MLA, deep BiLSTM, multi-pass BiLSTM), we
take the 50 dimensional word vectors as input. The test accuracy and p value
are shown in Table 2.

! nttps://code.google.com/p/word2vec/



Accuracy| p value
Standard 91.30 -

MLA (1-level)| 91.09 0.10960
MLA(2-Ievel)| 90.92 | 0.39532
DB 81.31 ]0.00096x*
MPB 90.74 0.07346
Table 2. Accuracy for Different Models on Part of Speech Tagging. The p values are

calculated between repeated reading models and the standard model.

Discussion According to the result in Table 2, we find that the standard BiLSTM
model slightly outperforms most of the repeated reading architectures (1-level
MLA, 2-level MLA and MPB), and significantly outperforms the DB model.
This result implies that the repeated reading mechanism is not able to provide
improvement to word-level POS tag classification, sometimes it can even make
the performance worse (DB).

We suggest a few reasons to explain this phenomena. POS tagging is a very
simple task, the model can receive enough information after read the sentence
once. The MLA keeps a memory which records the understanding of the whole
sentences. However, intuitively, in most cases, to decide whether a word is a
noun, a verb or an adjective, the context information is enough [22]. The general
comprehension of the sentence not only is not necessary, it may sometimes do
harm to the understanding of each word. For example, the attention mechanism
in MLA will bring semantic information of many other words, which may mislead
the model to wrong POS tags.

3.2 Sentiment Analysis

Task Description For sentiment analysis, we experiment on the Stanford Senti-
ment TreeBank [20]. We intend to find the effect of repeated reading mechanism
on short sequence classification and long sequence classification in this experi-
ment.

Phrase-level|Root-level | Total
Train 3.71 19.14 4.12
Dev 3.67 19.32 4.08
Test 3.67 19.19 4.08

Table 3. The average sentence length (word number) of Stanford Sentiment Treebank

Stanford Sentiment TreeBank contains gold-standard labels for every parse
tree constituent, from the sentence to phrases to individual words. We trans-
formed the dataset as illustrated in Figure 3. Each phrase is reconstructed from
parse tree nodes and treated as a separate data point. Since the original treebank
contains 11,855 sentences with 215,154 phrases, the reconstructed dataset con-
tains 215,154 examples. All models (standard model & repeated reading models)
are evaluated at both the phrase level (82,600 instances) and the sentence root
level (2,210 instances). The average sentence length of this dataset is shown in
Table 3. The evaluation result is shown in Table 4 and Table ?7.



Fine-grained | Phrase-level | Root-level Total Coarse-grained| Phrase-level | Root-level Total
Standard 80.72 42.25 79.91 Standard 80.79 72.57 79.89
MLA (1-level)| 81.25(40.53) [40.68(-1.57)[ 80.06(+0.15) MLA((1-level) |[81.47(40.68) | 73.04(+0.47) | 80.95(+1.06)
p value 0.0002x* 0.00578* 0.0008x* p value 0.0022x* 0.0028x* 0.0129%
MLA (2-Tevel) |81.61(10.89)|39.58(-2.67)|80.15(+0.24)| |MLA(2-level) |81.65(+0.86)|73.64(+1.07)|81.31(+1.42)
p value 0.008x 0.006x* 0.0007x* p value 0.0008x* 0.0006x% 0.0033x*
DB 79.61(-1.11) [41.63(-0.62)[ 78.26(-1.63) DB 75.99(-4.80) | 69.10(-3.47) | 75.51(-4.38)
p value 0.0003% 0.03156% 0.03156% p value 0.0004* 0.0001% 0.0002x
MPB 81.11(+0.39) |42.08(-0.17)| 79.88(-0.08) | [MPDB 80.71(-0.08) | 72.60(+0.03) | 79.78(-0.11)
p value 0.0003* 0.10524 0.87288 p value 0.0600 0.158 0.0238
(a) (b)

Table 4. (a) Fine-grained classification result (very negative, negative, neutral, posi-
tive, very positive). Test set accuracies on the Stanford Sentiment Treebank at phrase-
level, root-level and total. The number in brackets are the different from the standard
model’s result at the corresponding level. The p values are calculated between repeated
reading models and the standard model. (2) Coarse-grained classification result (nega-
tive, positive). Test set accuracies on the Stanford Sentiment Treebank at phrase-level,
root-level and total.

: the food is good (positive) the food is good (positive) }
: / \ the food (neutral) }
! . i is good (positive) ‘
I the food (neutral) is good (positive) ‘
: —>  the (neutral) }
| / \ / \ food (neutral) |
: the Jood is good is (neutral) }
: (neutral)  (neutral)  (neutral) (positive) good (positive) }
I |
| The sentiment labels on parse tree from Reconstructed to token |
| Stanford Sentiment TreeBank sequences for our model |

Fig. 3. Transforming Stanford Sentiment Treebank to Sequences for Sequence Models.

Discussion According to Table 4(a), in the phrase-level sentiment classification,
repeated reading models have shown its effective. 1-level ML A, 2-level ML A and
MPB model are significantly higher than the standard model. However, in the
root-level sentiment classification, the repeated reading models are defeated by
the standard model. Since the amount of phrase-level cases is much larger than
the root-level cases, the performance of repeated reading models are still higher
than the standard model in the total dataset.

We found that in this experiment, repeated reading models perform bet-
ter at phrase-level sentiment classification but worse at sentence-level sentiment
classification in fine-grained classification. But in coarse-grained classification,
repeated reading models achieves better performance at both level sentimen-
t classification. As is known to all, much of the sentiment label only depends
on single sentiment words like “good” or “bad” instead of the whole phrase or
sentence. In the Stanford sentiment Treebank, long sequences contain so much
information that it is hard for even the attention mechanism to focus on the
sentiment words. Too much redundant information brought by re-reading will
mislead the model to judge the sentences as “neutral” instead of their origi-
nal sentiment class “positive” or “negative”. Therefore, repeated reading models
were beaten by standard model in root-level fine-grained classification. After we



delete the neutral cases (coarse-grained), we can see that repeated reading mod-
els can still achieve good results in Table 4(b). On the contrary, short sequences
only contain limited information, so it is easier for repeated models to focus
on the sentiment words. As a result, repeated reading models achieve better
phrase-level result in both fine-grained and coarse-grained classification.

3.3 Semantic Relation Classification

Task Description We use the SemEval-2010 Task 8 dataset [3] to evaluate the
performance of repeated reading models on finding semantic relationships be-
tween pairs of nominal. The dataset includes 8,000 training instances and 2,717
test instances. There are 9 relationships (with two directions) and an undirect-
ed “Other” class, so the task is formalized as a 19-class classification problem.
For example, in “This [machine]., has two [units].,.” classifying the relation be-
tween [machine] and [units] as Component-Whole(ea, e1). The evaluation result
is shown in Table 5.

Accuracy p value
Standard 75.54 -

MLA (1-level)| 75.83 (+0.29) [ 0.06010
MLA (2-level)[76.24 (+0.70)[0.01552x%
DB 66.23 (—9.31)| O=

MPB 75.43 (—0.11) | 0.81034
Table 5. Test set accuracies on the SemEval-2010 Semantic Relationship Classification

task.

Discussion Unlike the earlier tasks, here MLA models (1-level MLA, 2-level M-
LA) yield much better performance than standard model, MPB model did not
achieve significant result, and DB model still cannot beat the standard mod-
el. These results suggest that for semantic relation classification task, read for
once is not enough. Intuitively, to find semantic relationships, for human beings,
they first need to understand the whole sentence, then pay attention to the two
nominal, finally consider what kind of relation they have. Just read the sentence
for once is not likely to complete such complex process. Since the BiLSTM is a
sequential model, it has to remember one nominal until the other one appears.
So the attention mechanism may help highlight the important nominal to the
model, which may lead to the success of MLA models.

3.4 Event Extraction

Task Description Event Extraction on the ACE 2005 dataset aims to discover
event triggers with specific types and their arguments. ACE 2005 defines the
event extraction task as three sub-tasks: identifying the trigger of an event,
identifying the arguments of the event and distinguishing their corresponding
roles. The newswire texts in ACE2005 dataset are divided into training(529
documents) / dev(10 documents) / testing(40 documents).



ACE2005 defines event as a structure composed of a trigger (a word which
can best express the event) and several arguments (each plays a role in the event,
35 roles in total). The events can be classified into 8 types (33 subtypes).

We follow the previous works [7,11,10, 15,17, 16] to evaluate the results.

— A trigger is considered to be correct if and only if its event type and offsets
can match the reference trigger;

— An argument is correctly identified if and only if its event type and offsets
can match any of the reference arguments;

— An argument is correctly identified and classified if and only if its event type,
offsets and role can match any of the reference arguments.

The evaluation result is shown in Table 6.

Trigger Argument Argument
Cl Id Cl

1 (%) (%) 1 (%)
Standard 51.68 57.44 42.09
MLA (1-level)| 53.77(42.09) | 59.34(+1.90) | 41.43(-0.66)
p value 0.0022* 0.0003* 0.8891
MLA (2-1evel)| 54.68(+3.00) | 60.64(+3.20) | 42.87(+40.78)
p value 0.0043* 0.0001 0.0124x%
DB 57.22(45.54)|60.75(4+3.31)|43.65(4+1.56)
p value 0.0003* 0.0001 0.0002x
MPB 55.21(43.53) | 59.03(4+1.59) | 41.32(-0.77)
p value 0.0015% 0.0102x% 0.0230%

Table 6. Overall Performance of event extraction on ACE2005, The p values are
calculated between repeated reading models and the standard model.

Discussion Different from the previous experiment, DB model achieves the best
performance in event extraction task. This result can be explained by the prop-
erty of deep BiLSTM architecture, which can build up progressively higher level
representations [2]. Since the event is a hierarchical structure (a trigger with
multiple arguments), it requires a higher perspective to better understand the
sentence, which can be provided by the deep BiLSTM architecture. At the same
time, ML A model also outperforms the standard model. Possible explanation is
that the multi-level attention mechanism brings the ability to notice important
information in the sentence, which also contributes to the extraction of event’s
hierarchical structure. However, MPB model didn’t achieve significant improve-
ment due to the fact that it is a sequential model, which is difficult to capture
the hierarchical information.

4 Discussion

We have compared repeated reading models and standard model for representa-
tion learning on 4 distinct NLP tasks. For the best of our knowledge, no one has
tried repeated reading mechanism on these tasks. For the comparisons between
models, our results come with some caveats: First, we just apply the most basic
form of repeated reading mechanism instead of various sophisticated algorithm



variant. With the addition of hidden layers and advanced architectures (ten-
sor layer [19], convolution layer [8], highway network [21], etc.) to sophisticated
models, it becomes harder and harder to compare models “apple-to-apple”. Sec-
ond, in order to keep fairness when comparing models, we force every model to
be trained exactly in the same way: AdaDelta with minibatches, same set of
initializations, etc. Therefore, the architecture may not necessarily be the state-
of-the-art for the task, and the training method may also not necessarily be the
optimal way to train every model. Our conclusions might thus be limited to the
algorithms employed in this paper, and it is possible that they can be extended
to state-of-the-art models.

Our conclusions can be summarized as follows:

— For tasks like semantic relation extraction and event extraction, they have
some relation to structured information. These tasks require several steps for
even human beings to analyze. From the experiment, we see that the model
need to re-read the sentence to achieve significantly better results. Therefore,
re-read process can make the model better understanding a sentence.

— By contrast, in simple tasks like POS tagging, repeated reading mechanism
did not bring any improvement. It made the performance worse instead.
Since word senses have long been known to be related to POS tags, the
word embedding itself is enough for the task. Therefore, repeated reading
instead brings redundant information which worsen the performance. We
can analogy this to a human psychological phenomena: semantic saturation.

— In phrase-level and sentence-level fine-grained sentiment analysis, we see
different effects of repeated reading. In coarse-grained sentiment analysis,
we see repeated reading achieves better result than standard model in both
phrase-level and sentence-level. Since the neutral sentiment class is easy to
be mistakenly classified to when there is redundant information, it would
make repeated reading mechanism inefficient. When we cast the neutral class,
repeated reading can still show its effectiveness.

— In most tasks, multi-level attention model wins good performance. This sug-
gests that attention mechanism is good at noticing important information in
a sentence. For example, it can notice the two nominals in sentiment relation
classification task when single nominals need to be associated across a long
distance. Also, it can pay attention to the event trigger and arguments when
extracting events.

— Deep BiLSTM fails most of the tasks but it achieves the best performance in
event extraction. This suggests that if hierarchical structure is not required
by the task, the complexity brought by the deep architecture will definitely
worsen the performance. The deep architecture is very powerful when dealing
with high-level representation.

— Multi-pass BIiLSTM seems cannot bring any outstanding benefits for the
four tasks. Maybe it is the very reason why it never appears in any previous
work.



5 Guidelines for NLPers

After the above discussion, we would like to propose some guidelines for re-
searchers to follow.

When to use? If the task requires to understand the meaning of the whole
sentence instead of single words, we suggest to use repeated reading mechanism.

Which to use? If the task requires several specific words (like in sentiment anal-
ysis, only several single semantic words can decide the sentiment label of the
whole sentence. In relation classification, the relation is between two isolated
entities), we suggest to use multi-level attention model.

If the task requires hierarchical structure (like event), we suggest to use deep
BiLSTM model.

We do not suggest to use multi-pass BiLSTM model.

6 Conclusion

In this paper, we did an empirical study of repeated reading’s effect on natural
language understanding. We consider four tasks which represents the word-level
semantic classification, phrase-level and sentence-level sentiment classification,
long-distance relationship classification, and hierarchical structure extraction.
Based on the standard BiLSTM architecture, we propose three possible repeated
reading architecture (multi-level attention, deep BiLSTM, multi-pass BiLSTM).
Then we analyzed on which kind of task and in which situation would each
repeated reading model bring significant improvement. The result would shed
light on the usage of repeated reading in NLP tasks.
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