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Abstract. There has a large scale annotated newswire data for Chinese word
segmentation. However, some research proves that the performance of the seg-
menter has significant decrease when applying the model trained on the newswire
to other domain, such as patent and literature. The same character appeared in
different words may be in different position and with different meaning. In this
paper, we introduce contextualized character embedding to neural domain adap-
tation for Chinese word segmentation. The contextualized character embedding
aims to capture the useful dimension in embedding for target domain. The exper-
iment results show that the proposed method achieves competitive performance
with previous Chinese word segmentation domain adaptation methods.
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1 Introduction

Chinese word segmentation is a necessary step for Chinese syntactic analysis due to
Chinese text comes without word delimiters. Some state-of-the-art Chinese word seg-
mentation systems with statistical techniques [15, 37, 24, 28, 16, 38, 26, 14, 34] reported
high accuracy with large-scale annotated dataset, such as the Chinese TreeBank (CTB)
[31], Peking University and Microsoft Research [12]. However, in actual use, the per-
formance of the segmenter is not satisfying. As large-scale human annotated corpora
mainly focus on domains like newswire, word segmentation systems trained on these
corpora often suffer a rapid decrease in performance when they are used in other do-
mains such as patents and literature [20, 18, 25]. In this paper, we consider such problem
as domain adaptation [11] task.

Until now, two kinds of domain adaptation tasks are studied for Chinese word seg-
mentation. One is annotation standard adaptation [15, 7], the other is document type
adaptation [20, 21, 35, 25, 19]. The annotation standard adaptation aims to explore the
common underlying knowledge from the corpora with different annotation standards.
The document type adaptation is to use one domain document data to label the other
domain document, such as using newswire document to label novel document. In this
paper, we focus on the document type adaptation. Most previous research [20, 19] is
based on the hand-crafted model which is difficult and time-consuming. In this paper,
we adopt neural domain adaptation method for Chinese word segmentation.



In domain adaptation, the training data domain is often called source domain, and
the testing data domain is often called target domain. Domain adaptation tries to resolve
the problem that the training data and testing data are sampled from different distribu-
tions. The aim of domain adaptation is to learn a classifier which is trained on data
mainly or all from source domain but generalizes well on target domain. In this paper,
we focus on the semi-supervised domain adaptation [10] where annotated data is only
available in source domain.

During Chinese word segmentation, the same character appeared in different words
may be in different position and with different meaning. This observation is caused by
the ambiguity of the character. The paper [29] indicates that much of ambiguity in word
meaning can be resolved by considering surrounding words. This clue is also suitable
for the character. The neural segmenter is usually based on character embeddings. In
this paper, we follow this hypothesis that only a few dimensions in the source domain
character embeddings are relevant to the target domain and we can turn off most of
irrelevant dimensions. We introduce a mask network to turn off some dimensions of
character embeddings by contextualizing a character embedding vector. Then the con-
textualized character embeddings are used in the neural segmenter. Our contributions
are as follows:

(1) We introduce a mask model to adaptively mask out each dimension of the source
and target embedding vectors to build the contextualized character embedding.

(2) We propose a neural domain adaptation segmenter with contextualized character
embedding and show the effectiveness in the experiments.

2 Method

2.1 Contextualized Character Embedding

The amount of commonly used Chinese characters are limited, the meaning of each
Chinese character is quite ambiguous. The same character appeared in different words
may be in different position and with different meaning. Commonly used character
embeddings do not distinguish each meaning of the character and are a mixture of
every meaning. In this section, we introduce a contextualized character embedding for
Chinese word segmentation.

Embedding is usually a n-dimension vector for each character. The n-dimension
can be viewed as n hidden semantics dimensions. We assume that one meaning of the
character may be represented by some of n hidden semantics dimensions. According
to this assumption, the semantic mask is generated by the contextual information to
specify the meaning of each character. Let xi refers to the embedding of i-th character,
a sentence of n characters can be represented as x1, x2, · · · , xn. As it is believed that
the contextual information from a window size of 5 characters may be sufficient for
Chinese word segmentation [38], we employ a window size of 5 characters to generate
the semantic mask. Let wi = [xi−2, xi−1, xi, xi+1, xi+2] refers to a concatenate of 5
character embeddings around i-th character. The semantic mask maski is generated as:

maski = σ(Wwi + b), (1)



where σ is the sigmoid function, W and b are weight matrix and bias term. Then the
contextualized character embedding ci is generated by masking the character embed-
ding xi as:

ci = maski � xi, (2)

where � is element-wise product.

2.2 Character Sequence Auto-encoder

In order to train the contextualized character embedding ci, we propose a unsupervised
character sequence to sequence auto-encoder in this section. The architecture of our
character sequence to sequence auto-encoder is similar to [27], but our auto-encoder
is trained by rebuilding its input sequence. Let ci refers to the contextualized embed-
ding of i-th character, a sentence of n characters y1, y2, · · · , yn can be represented as
c1, c2, · · · , cn. An encoder is employed to map the sentence into a fix sized vector hn.
Then an decoder is employed to map the fix-sized vector hn to the original sentence
again. Following the implement of [27], we use Long Short-Term Memory (LSTM)
network to model the encoder and decoder. The description of a LSTM unit at time step
t is defined as follows:

it, ft, ot = σ(Wgct + Ught−1 + bg), (3)

C̃t = tanh(Wcct + Ucht−1 + bc), (4)
Ct = it � C̃t + ft � Ct−1, (5)
ht = ot � tanh(Ct), (6)

where ct is the input embeddings, σ, tanh are the sigmoid and hyperbolic tangent func-
tion, � is element-wise product, W and U are weight matrices, b is bias term. The n-th
hencoder of encoder is used as fix-sized vector hencodern . Then the initial hidden state
hdecoder0 is initialized as hencodern . During the decoding, a special symbol GO is used
as input and a hidden state hdecoder is generated at every timestep. Then a softmax
layer is appended for predicting the characters of the original sentence. The network is
optimized by maximizing the likelihood:

argmax
θ

p(yn1 |hencodern ) = argmax
θ

n∏
t=1

p(yt|hdecodert−1 ), (7)

where θ is the weight arguments in the contextualized character embedding and char-
acter sequence to sequence auto-encoder, yt is the t-th character, the subsequence yn1 =
(y1, y2, · · · , yn−1, yn), the hdecoder0 is initialized by the hencodern .

2.3 Neural Segmenter

The neural segmenter is built above the contextualized character embedding. In this
paper, we take convolutional neural segmenter as an example, but our method is not
limited by the architecture of neural networks. The segmenter is simplified from [4], we
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Fig. 1. The proposed MaskCNN.

only reserve the convolutional layer. And the convolutional neural segmenter is equiv-
alent to a feed-forward neural network [9] with multiple window sizes. We decide to
take convolutional neural segmenter as our baseline model, due to that (1) convolutional
neural segmenters follow most of the word segmentation systems working by sequence
labelling [32]; and (2) previous baseline segmenters [20, 35, 19] are limited with local
features. Therefore, it may be unfair to take recurrent networks with context informa-
tion as rival; (3) the performance of convolutional neural segmenter is comparable with
previous baseline segmenters.

The basic unit of convolutional neural networks (CNN) is filters [17]. Take contex-
tualized embedding c as the input. Then features c

′

i from a filter i is generated by:

c
′

i = f(m⊗ c+ b), (8)

where ⊗ is convolution operator, m and b are the weight matrix and bias, f is ReLU in
our network. And for each window size, we apply multiple filters to generate multiple
feature maps. Features from different feature maps are concatenated. Then a softmax
layer is appended for predicting the label of each character. Our neural word segmenter
regards Chinese word segmentation as a sequence labelling task. The segmenter adopts
BIES (Begin, Inside, End, Single) four labels scheme which represents the position of
character inside a word. During the training phase, the cross-entropy cost function is
used. And during the testing phase, the label sequences are constructed through beam
search.



2.4 Train Strategy

In this section, we propose our neural domain adaptation method based on the contextu-
alized character embedding and name it as MaskCNN. As shown in Fig. 1, the character
sequence auto-encoder and the neural segmenter share the same contextualized charac-
ter embedding layer.

In our method, first, unlabelled data from both source and target domains are em-
ployed to train the contextualized character embedding layer and character sequence
auto-encoder through auto-encoder rebuilding loss.1 During this step, the characteris-
tics of both domains are stored in the contextualized character embedding layer and the
contextualized character embedding layer is learned to resolve the character ambiguous
by considering surrounding characters.

Then the contextualized character embedding is kept fixed to avoid domain-specific
training, and the neural segmenter is trained by source domain annotated data. In this
step, the segmenter is trained to do word segmentation based on the contextualized
character embedding.

3 Experiments

3.1 Dataset

In this paper, the Chinese Treebank (CTB) [31] is selected as the source domain data.
We train our model by using the annotated data from CTB. The Patent [18] and Zhux-
ian [35] are used as the target domain data. A patent is often a description of a system
or solution to a specific technology problem. Patents often contain a high concentration
of technical terms which are rare in daily newswire. Zhuxian is a Internet novel which
is written in a different style from newswire and contains many novel specific named
entity. Some unlabeled target data is used to generate the contextualized character em-
beddings with the source data. We use the trained model to segment patent and novel
data. The statistics of the data is shown in Table 1. We compare our proposed model
with methods mentioned in [19, 35] which are feature-based and lexicon-based meth-
ods. We use same amount of unlabelled target domain data as previous methods [19,
35] to make a fair comparison.

3.2 Hyper-Parameter Settings

In the experiments, the hyper parameters are chosen according to the balance of de-
velopment data performance and training time. For the segmenter, the window size of
filters is set as 2,3,4,5 and feature maps of each window size are 300 with 50% dropout.
For mask network, the window size is 5 and the hidden units have the same size as
embeddings with no dropout. The size of character and bigram embeddings is 200 with
20% dropout. The bigram embedding is used following the implements of [36]. The hid-
den unit of LSTM sequence to sequence auto-encoder is 1000 with 50% dropout. The
training is done through stochastic gradient descent with a batch size of 16 and Adadelta

1 We try to weight the target domains data more, but no significant improvement is observed.



Type Sec.
Source

Sec.
Target

CTB5 CTB7 Patent Zhuxian
sent.

train
18k 36k

unlabel
11k 16k

words. 641k 839k - -
sent.

dev.
0.35k 4.8k

dev.
1.5k 0.79k

words. 6.8k 120k 46.2k 20.4k
sent.

test
0.35k 11k

test
1.5k 1.4k

words. 8.0k 241k 48.4k 34.4k

Table 1. Statistics of source and target datasets

CTB5 → Zhuxian CTB7 → Patent
unigrams

num 4.3k 2.1k 4.5k 1.6k
diff 106 (4.9%) 69 (4.4%)

cover 99.36% 99.45%

bigrams
num 175k 25k 240k 29k
diff 13k (51.7%) 14k (47.9%)

cover 67.61% 68.88%

Table 2. Statistics of different domains. num is the amount of unique uni/bigrams. diff is the
number of target domain specific unique uni/bigrams. cover is the percentage of uni/bigrams in
target domain that can be covered by source domain.

update rule [33]. The beam size of beam search is 10. We per-train the embeddings us-
ing the publicly available Chinese Wikipedia corpus which is 822 MB and contains
about 11 million sentences2. The embedding vectors are pre-trained using word2vec
with the continuous skip-gram architecture.

3.3 Differences between Different Domain

In order to explore the differences between different domains of Chinese word segmen-
tation, we count up the unigrams and bigrams in different domains and the statistics
of different domains are listed in Table 2. From the table, we find that almost all of
the unigrams in target domain are already available in source domain, but more than
30% of the bigrams only appear in target domain. It is obvious that the main difference
between different domains is bigrams or the contextual characters. This inspires us to
model the contextualization of characters in different domains through a mask model.

3.4 Main Results

2 http://download.wikipedia.com/zhwiki/latest/



Methods P R F1

(Zhang et al., 2014)[35]
Baseline - - 87.71
+Self-Training - - 88.62

Ours
Baseline 85.91 85.05 85.48
MaskCNN 87.76 87.83 87.80
MaskCNN+bigram 89.75 88.95 89.35

Table 3. The results between CTB5 and Zhuxian

Methods P R F1
(Li and Xue, 2016)[19]
Baseline 86.10 86.30 86.20
Baseline+Features 89.17 88.59 88.88

Ours
Baseline 86.31 86.30 86.31
MaskCNN 87.98 86.89 87.43
MaskCNN+bigram 88.40 87.87 88.14

Table 4. The results between CTB7 and Patent

From CTB5 to Zhuxian We first compare our methods with the methods from [35] for
the adaptation from CTB5 to Zhuxian. The baseline model of [35] is a discriminative
joint segmentation and tagging model. Our baseline model is the convolutional neural
segmenter. A self-training method is adopted to extend training data by automatically
labelling target sentences with the source domain training data. The other methods men-
tioned in [35] used a domain-specific lexicon. As our proposed method do not use the
lexicon in this paper, we do not list the results of the other methods mentioned in [35]
for comparison.

The results are shown in Table 3. The MaskCNN model achieves an improvement
over the baseline by 2.32 absolute percentage. With the bigram embeddings, the result
of our proposed method is better than the result of the self-training method.

From CTB7 to Patent We also examine the performance of our method for the adap-
tation from CTB7 to Patent. We compare our method with the method from [19]. Li and
Xue [19] proposed in-domain features and out-of-domain features, which are manual-
crafted features, to improve the performance of Chinese patent word segmentation. As
mentioned in their paper, the out-of-domain features are extracted to share common
characteristics across source and target domains. The Out-of-domain features includes
character POS feature (C POS), word dictionary feature (Dict) and character similarity
feature (Sim).

The results are shown in Table 4. In paper [19], the baseline model uses a CRFs
model with basic features. From the results, we can see that the performance of our



baseline model is comparable to the performance of their baseline model. Our proposed
MaskCNN model achieves an improvement over the baseline by 1.12 absolute percent-
age. Then the MsakCNN model obtains the advanced improvement with the help of
bigram embeddings. Although our proposed model does not outperform the best model
from the paper [19], the result is very close. As our neural domain adaptation method
does not depend on the lexicon, it is much easier for applying without any restriction.

4 Related Work

Domain adaptation can be roughly divided into two scenarios, the fully supervised do-
main adaptation and the semi-supervised domain adaptation [10]. The easy domain
adaptation is well known for fully supervised scenario. The feature space is first aug-
mented of both source and target data and then the combined feature space is used to
train cross-domain model [10]. But obtaining annotated data could be expensive, and it
would be a huge cost to annotate data for every domain. Many semi-supervised domain
adaptation methods are proposed in tasks such as the sentiment classification. The main
idea is the unsupervised learning of a general representation that works in both domains.
Both feature-based [1, 22] and neural-based [13, 2] semi-supervised domain adaptation
methods were explored. There are other divisions for domain adaptation, for example,
this problem can be divided into token-supervised and type-supervised methods [35].

Recently, neural network models had been increasingly investigated in Chinese
word segmentation for their ability of automatic feature representation [9, 38, 23, 6, 5,
30, 36, 3]. These neural models alleviated the burden of manual feature engineering and
achieved competitive performance with the hand-crafted models.

In the domain adaptation of Chinese word segmentation, previous works mainly fo-
cused on feature-based and lexicon-based methods. Unsupervised character clustering
and self-training method were applied [20]. Manually annotated lexicons and sentences
achieved significant improvement [35] while partially-annotated data was proved to be
more effective [21]. Li and Xue [18, 19] annotated a significant amount of Chinese
patent data and designed features to capture the distributional characteristics in patents.
Qiu and Zhang [25] mined entities in Chinese novel with information extraction tech-
niques.

Choi et al. [8] use the context-dependent word representation to improve the per-
formance of machine translation. In their work, the contextualization disambiguates the
meaning of the word by masking out some dimensions of the word embedding vectors
based on the context.

5 Conclusion

In this paper, we focus on the semi-supervised scenario of domain adaptation and ex-
plore method to adapt the information cross different domains with different document
types for neural Chinese word segmentation. We first introduce a mask model to obtain
the contextualized character embedding. Then the neural segmenter works above the
contextualized character embedding.



In the experiments, we explore the differences between different domains. Experi-
ments show that although previous feature-based and lexicon-based methods are strong
domain adaptation methods, our neural domain adaptation method achieves competitive
performance without additional lexicons.
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