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Abstract. As the popularity of micro-blogging sites, followee recom-
mendation plays an important role in information sharing over microblog-
ging platforms. But as the popularity of microblogging sites increases,
the difficulty of deciding who to follow also increases. The interests and e-
motions of users are often varied in their real lives. On the contrary, some
other features of micro-blog are always unchangeable and they cannot
describe the users characteristics very well. To solve this problem, we pro-
pose a personality-aware followee recommendation model(PSER) based
on text semantics and sentiment analysis, a novel personality followee
recommendation scheme over microblogging systems based on user at-
tributes and the big-five personality model. It quantitatively analyses the
effects of user personality in followee selection by combining personality
traits with text semantics of micro-blogging and sentiment analysis of
users. We conduct comprehensive experiments on a large-scale dataset
collected from Sina Weibo, the most popular mircoblogging system in
China. The results show that our scheme greatly outperforms existing
schemes in terms of precision and an accurate appreciation of this mod-
el tied to a quantitative analysis of personality is crucial for potential
followees selection, and thus, enhance recommendation.

Keywords: Followee recommendation, Personality traits, Semantic anal-
ysis, Sentiment analysis

1 Introduction

Since the emergence of social networks and microblogging sites, such as Twit-
ter and Sina Weibo, hundreds of millions of users have become to use the mi-
croblogging service . In the context, finding high quality social ties becomes a
difficult task due to the continuous expansion of microblogging communities. In
microblogging systems, user follow or are followed by each other. In this regard,
if user x follows user y, we can refer to x as y’s follower, and y as x’s followee[1].
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There are many reasons for a user to follow some users because they publish
interesting information, others because they have the same interests.

The so-called personality is not only the impact of each person’s thinking,
behavior and decision-making, and maintain its long-term stability, but also
affect its social relations. Scientific research shows that there is a significant
relationship between human personality and behavior in the real world[2]. Over
the years, psychological researchers have been able to understand the personality
traits and are committed to find a system.

Through the analysis of the personality of the social network users, we can
achieve large-scale access to the user’s personality data, which is conducive to
the personality of the information in-depth research and extensive application.
However, there are few researches on personality theory in the previous studies,
but the research on the social network which is related to the social psychological
characteristics is actually related to personality. There are many problems in the
field of social computing, which are more or less related to personality theory.
The potential value of personality prediction will be very helpful in solving these
problems.

On the other hand, the user is susceptible to the outside world, this is because
the user’s needs are more extensive, the human emotional perception is relatively
rich. Therefore, the user’s textual and emotional expression largely reflects their
personality traits, Particularly, text information and emotional information are
also important factors to reflect user behavior.

The rest of this paper is organised as follows. In Section 2, we discuss relat-
ed work. Section 3 presents the followee recommendation method we propose.
In Section 4, We propose PSER model. In Section 5, we evaluate the perfor-
mance of our design experiment and summarise the conclusions obtained from
the performed experiment evaluation.

2 Related work

Personalized recommendation technology is the core and critical technology of
E-commerce recommendation system. The recommendation technology based
on the fusion link topology is to abstract the social information into a meaning-
ful social network[3]. However, these traditional methods only focus on how to
improve the accuracy of recommendation, while ignoring the inherent character-
istics of the user behavior is determined by their personality characteristics[4].

With the rapid development of the Internet and the convenience of user
network data acquisition, the researchers began to try to use the user’s online
behavior to predict the user’s personality. In recent years, with the rapid growth
of Internet users and the increasing coverage of users, real-time network data
provides a new research perspective for the research of network users’ personality.
Hamburger et al.[5] analyzes the network behavior and the relationship between
them and obtains the user’s network behavior data by questionnaire.

In order to study the personality traits of users on the social networking
platform, Quercia et al.[6] conducted a large five personality test for some pop-
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ular users on Facebook and an1alyzed the association between the number of
interactions and personality traits. The study by Mairesse F et al.[7] Shows that
linguistic features can be used for personality analysis. Hu and Pu[8] and Tkalci-
c et al.[3] presented approaches to include personality scores as complementary
informationin traditional rating-based collaborative recommendation systems.
Both relied on the explicit assessment of personality through the Big Five test
and the IPIP questionnaire respectively. Wu et al.[9] aimed at adding personali-
ty scores to a content-based movie recommendation system in order to generate
more personalised and diverse recommendations.

In the past, the recommended algorithm is often based on the user’s registra-
tion information, labels. These factors which are not easily changed can calculate
the user’s similarity. The user’s interests and emotions in the daily life will be
subtle changes, and user needs have gradually become very wide, which makes
the recommended algorithm cannot be guaranteed the effect. The literature[10]
uses social networks that mark spanning trees and relational graphs to discover
followee. However, the range of recommendations for this approach cannot be
extended. The literature[11] translates the recommendation into the link fore-
casting problem. The social label of this method is more fixed. Therefore, the
user is usually chosen so freely that the user’s features are not accurately ex-
pressed and the user’s emotional uncertainty in the face of different events is not
taken into account.

In real life, the user is vulnerable to the outside world. The reason is that the
various needs of a wide range of human, emotional perception is relatively rich,
which led to the common recommendation model can not meet the needs of users
in a timely manner. In the online social network, the information that appears in
a posting, forwarding, or commenting not only contains the user’s interest, but
also implied the user’s emotional characteristics, which can be recommended as
a very important reference data.

All of the presented approaches share the same drawbacks. First, they in-
cluded a relatively small number of users. Second, personality was self-assessed
through questionnaires. The own view of themselves reported by users could
not reflect their actual behaviour and, in turn, their real personality[12]. Fi-
nally, the approaches were tested in the context of item recommendation using
collaborative filtering techniques, none of the works include personality in the
context of user recommendation in social networks. In consequence, the impact
of personality in social recommendation systems is yet to be proven.

3 Our method

In social networks, users generally have few changes to the registration infor-
mation. As time goes on, the user’s interest in labels and hobbies change a bit,
so we focus on the user’s recent behavior best reflects the user’s interest. The
literature[13] shows that different users in the online social network interact with
each other through microblogging to influence emotions. Usually micro-blog in-
formation will contain two types of information, that is, text information and
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user emotional information. We mark it as TE={Text, Emotion}. Also, we al-
so consider personality traits. The recommendation algorithm presented in this
paper can be combined with the user’s interests and emotions, as well as per-
sonality traits. The experimental results show that the proposed algorithm is
more effective than the traditional recommendation algorithm in generating the
followee who are interested in the user.

3.1 User Micgroblogging Text Analysis

In this section, we discuss the importance of micro-blog text in recommendation.
Microblogging text content is basically more compact and important vocabu-
lary and contains a lot of information. In the use of text similarity calculation
method, it is necessary to extract the keywords from the text, which is used as
a user’s personalized label, and then the similarity of the user is calculated for
recommendation. But in Chinese words, there are many synonyms, antonyms
and similar words which are easy to be confused. Therefore, in view of the char-
acteristics of short microblogging, the semantic analysis of the text which user
published is based on the existing ”synonym forest” in this paper. This method
first calculates the text similarity, and then calculates the emotion similarity.
Because the extracted user’s text content contains a variety of different subject
information, we compare the threshold after calculating the similarity of text
content and filtering out the theme of the text to find the similar user, which
can improve the computational efficiency of the recommendation and improve
the accuracy of recommendation.

Text Similarity Analysis When calculating the user’s text similarity, we first
need to use vectorization to describe the Microblogging of the user Ui and Uj .

tei = (tei1 = (Ti1, Ei1), ..., tein = (Tin, Ein)) (1)

tej = (tej1 = (Tj1, Ej1), ..., tejn = (Tjn, Ejn)) (2)

The intersection of text similarity between user Ui and Uj is denoted as Tcom.

Tcom = TUi
∩ TUj

= {tcom1, tcom2, ..., tcomn} (3)

The text contents which users published are successively in time. Therefore
if the content of the text is closer to the current time, the ability to represent the
user is stronger. In order to reduce the deviation caused by the time variation,
this paper adds the corresponding weight value to reflect the influence of time
change when calculating the similarity of microblogging text content. When Tcom
is empty, it means that there is no similarity between the two users’ text, that
is, the text similarity is 0, the formula is as follows:

Sim(tei, tej) =

{∑m
k=1(wfk × Sim(Tik, Tjk)) if Tcom 6= Ø

0 if Tcom = Ø
(4)
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Where Tik and Tjk represent the textual content of Ui and Uj in kth days
respectively. wfk is the weight assigned to the user’s kth text information, and m
represents the number of selected texts. Specially, we define

∑m
k=1 wfk = 1. Also,

with the increase of k, the value of wfk becomes larger, which means that the
textual content published time closer to the current time and the stronger the
characterization of the user. In this paper, we use Jaccard distance to compute
text similarity[14], as follows:

Sim(Tik, Tjk) =
N(Tik)

⋂
N(Tjk)√

|N(Tik)| |N(Tjk)|
(5)

Where N(Tik) and N(Tjk) represent the collection of keywords in the user
Ui and Uj in kth day microblogging. In order to guarantee the efficiency of
recommendation, we select the threshold δ = 0.4 for this step to be recommended
list and to be filtered.

3.2 User Sentiment Analysis

In this section, we discuss the role of user sentiment in the followee recommen-
dation. In the ”psychology dictionary”, the emotion is described as a kind of
attitude experience whether which meet their own needs. Therefore, whether
to meet the needs of users, in essence, is the user’s emotional analysis at the
recommended.

In the social media, the user’s character determines that he will have differ-
ent emotional responses to different things and problems, which have a certain
impact on their behavior. Microblogging information not only express the user’s
views on different issues, but also contains their emotional information, which
are helpful to analyze the user’s emotions. People with similar emotions have a
certain cohesive force, and the emotion analysis of users has been used in product
recommendation[15], which has remarkable effect.

Emotional Similarity Analysis The main task of calculating the similarity of
emotion is to extract the emotional vocabulary generated by the user in the text.
In particular, the extraction of emotional words is mainly based on corpus and
dictionary[16]. In this paper, because the object of study is Chinese vocabulary,
the dictionary based method is adopted. We have defined a dictionary, which is
used to count and mark the common degree emotion words, including 19 adverbs
of degree and set subscript according to the importance of degree’s order. We
compute the similarity of two emotional words by subscript distance. If the
microblogging contains multiple emotional words, we choose the subscript of the
largest keywords in the extraction, which can better reflect the user’s emotions.
Similar to the calculation of text similarity, the sentiment similarity calculation
takes into account the temporal factors, in which the vector of the emotional
word dictionary is defined as follows:

Emotiondict = {em1, em2, ..., emi} (6)

Then, the method for calculating the emotional similarity of two users is as
follows:
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Sim(U,Ui) =

m∑
k=1

(wfk ×
1

1 + α |E − Ei|
) (7)

Where α is the distance decay parameter, The distance between the two
emotional degree words shows that the similarity between the two is smaller,
and vice versa. If the emotion words of two users are in the same location, the
similarity is 1. If the distance is far, you need to refer to the value of α, and then
calculate. When we get the final list of followees recommended, we need to filter
the list to ensure the recommended quality, which is similar to the threshold of
the text similarity, and the threshold ε is 0.4 we experimentally obtained.

3.3 PERSONALITY-BASED FACTORS

THE BIG-FIVE PERSONALITY MODEL The ”Big Five” model of per-
sonality dimensions has emerged as one of the most well-researched and well-
regarded measures of personality structure in recent years. The model’s five
domains of personality, Openness, Conscientiousness, Extroversion, Agreeable-
ness, and Neuroticism, were conceived by Tupes and Christal as the fundamental
traits that emerged from analyses of previous personality across age, gender, and
cultral lines.

THE MATCHING CALCULATION OF THE PERSONALITY TRAIT-
S TextMind is a Chinese language psychological analysis system developed by
Computational Cyber-Psychology Lab, Institute of Psychology, Chinese Acade-
my of Sciences. TextMind provides easy access to analysis the preferences and
degrees of different categories in text, which provides an all-in-one solution from
automatic Chinese words segmentation to psychological analysis. The process-
ing to dictionary, text and punctuation is optimized to simplified Chinese, and
the categories is compatible to LIWC[7]. The TextMind is the same as the SC-
LIWC dictionary. Through the relationship between the function of these words
and the text, in this paper, we can obtain the relationship between each word
in TextMind Chinese psychological analysis system dictionary and each specific
factor in the big five personality. Because many words have multiple functions,
in this content, we match these functional words with the big five personality,
and then, the value of the comprehensive calculation and the average calcula-
tion is taken as the relationship between the term and each factor in the big
five personality. The character factor values for the ith dimension in word w are
defined as follows:

BFM(ωi) =

∑n
j=1 Pij

n
(8)

In Eq.(8), ωi denotes the ith personality factor in word w. n indicates that word
w has n functional nouns. Pij represents the relationship between the jth word
function and the ith personality factor. The functional word of TextMind and
BFM corresponding a correspondence table can be divided into five groups.
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First of all, we filter the number of micro-blogging published more than 10,
and then the user all the microblogging text is assembled into a large text. We
put each user’s micro-blogging text information into the TextMind and statistical
processing in frequency. In this paper, we calculate the personality score vector of
each dimension of the big five personality according to the BFM correspondence
table[7]. The user u’s personality score in the ith dimension is calculated as
follows:

Score(u)i =

∑Ni

j=1 kωj ·BFM(ωji)

Ni
(9)

Where BFM(ωji) denotes the personality factor value of the jth-class word
in the ith dimension in the micro-blogging text published by the user u. kωj

represents the word frequency of the jth-class word ω of the microblogging text
published by the user u. Ni is the total number of functional words that are
statistically relevant under the ith personality dimension. We use the Eq.(9) to
calculate the average score between five dimensions in the table, which were µE ,
µA, µC , µN , µO, and then we put the user scores compared with the average
correlation score. If it is higher than the average, it shows that the user has the
personality characteristics of the dimension.

MATCHING THE PERSONALITY TRAITS BETWEEN USERS
The purpose of this study is to recommend followee, so the personality matching
score between a user u and the potential blogger pf is expressed as follows:

TPM(u, pf) = µ(
∑

MS(u, pf, dim)) (10)

In Eq.(10), TPM(u, pf) is the total personality matching(TPM) score between
user u and potential followee pf. µ is the average value of each dimension.
MS(u, pf, dim) indicates the personality matching score of the user u and the
potential recommendation followee pf in a certain dimension.

Next, the matching score calculation formula for each dimension is defined
as follows[1]:

scoreAgreement(u, pf, dim) =

0.5 both u and pf are dimension
0.25 either u or pf are dimension
0 None is dimension

(11)

4 Personality-Aware Followee Recommendation Model
Based On Text Semantics And Sentiment Analysis

Personality-aware followee recommendation model(PSER) based on text seman-
tics and sentiment analysis proposed in this paper is shown in Fig.1..

In this paper, the text similarity of two users can be calculated by formula
(5) get the first recommended list. Because different users in the expression of
things will produce different emotional differences, so we need to continue to
analyze the user’s emotions. Microblogging text often contains some emotional
vocabulary. According to the custom emotional dictionary, we extract the user’s
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Read text Preprocessing Feature Selection
Sentiment Word

Text Similarity
Computing

Threshold
σ≤σ

>σ

Add the list to be recommended.
Computing emotion similarity.

Threshold
σ>σAdd the list to be recommended.

Calculated personality score.

≤σ
Sort and generation recommendation list.

Fig. 1. PSER model

emotional word, and then calculate the emotional similarity, in order to filter
the first recommendation list.

The PSER algorithm steps are in Algorithm 1:

Algorithm 1 The PSER algorithm

Input: The ID of user U
Output: Recommended list RFL

1: initial RmList = Ø, Rm = Ø
2: for Ui ∈ Ulist do
3: Sim(U,Ui) =

∑m
k=1(wfk × Sim(Tk, Tik))

4: if Sim(U,Ui) > σ then
5: Add Ui to RmList
6: end if
7: end for
8: for Ui ∈ RmList do
9: Sim(U,Ui) =

∑m
k=1(wfk × 1

1+α|E−Ei| )

10: if Sim(U,Ui) > ε then
11: Add Ui to RL
12: end if
13: end for
14: for Ui ∈ RL do
15: TPM(U,Ui) = µ(

∑
MS(U,Ui, dim))

16: end for
17: Add to RFL in descending order
18: return RFL
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5 EXPERIMENT

In this section, we evaluate our design using experiment. We use the large-scale
dataset crawled from Sina Weibo, the most popular microblogging system in
China. The dataset contains 256.7 million users’ social link information and 550
million tweets. The dataset include tweets, user relations and user background
information.

5.1 Experimental Evaluation Criteria

In the recommender system, the most commonly used criteria is the precision
and recall rate of Top-K recommendation. At the same time, we have added the
evaluation criteria P@N because we need to consider the order of users in the
recommendation results.

The precision can be expressed as the ratio of the number of followees to the
total number of followees recommended, the formula is as follows:

Precision =
Nhit
Nr

(12)

Where Nhit indicates the number of followees recommended correctly. Nr is
the total number of recommended followees.

The recall rate can be expressed as the correct recommendation of the number
of followees and the total number of followees. The formula is as follows:

Recall =
Nhit
NA

(13)

Where Nhit indicates the number of followees recommended correctly. NA is
the total number of followees of the user.

5.2 Experimental Design

In experiment, We designed two sets of experiments to show our results.
Exp 1. In the analysis of the user’s emotional information, the formula (7) is

used to calculate. This experiment selects the best value of α through the change
of F-measure.

Exp 2. Generally, the traditional recommendation algorithm of followee and
friend are the same. Therefore, the contrast methods used in the experiment are
as follows:

FOF+:Calculating followee’s recommendation based on users’ common fol-
lowees[17].

FOF+Tag:This method performs tag similarity matching according to the
user’s common followees[18].

UMFR(Unified Micro-blog Followees Recommendation):This method com-
bines information about labels, location, attendance, and hot topics[19].
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Fig. 2. Comparison of F-measure Values at
Different Values

Fig. 3. Comparison of Precision Values at
Different Values

Fig. 4. Comparison of F-measure Values at
Different Values

Fig. 5. Comparison of P@N Values at Dif-
ferent Values

5.3 Results

We compare our design with several existing schemes including FOF+, FOF+Tag,
UMFR. In the experiment, the value of α is calculated by formula (7) and the
experimental results show that the Fig.2. Fig.2 shows that the recommended
effect can be the best when α = 0.5. Therefore, in the user’s emotional word
similarity calculation, we take α = 0.5 into equation(3).

Firstly, we use the randomly stratified sampling strategy to sample in the raw
data. According to the number of users followees for the division, we randomly
sampled in each layer of the user. Our experiments were conducted on sampled
users, and the result can be calculated for the final precision, recall rate, and
P@N value. The experimental results of the precision rate, recall rate and P@N
value of the experimental data are shown in Fig.3, Fig.4, Fig.5.

Fig.3 shows the precision rate contrast diagram under different algorithms.
As can be seen from the Fig.3, the algorithm we proposed has higher recommen-
dation effect when the number of recommendation is less than 35 in this paper.
Moreover, after adding personality traits, the precision rate has obviously im-
proved.
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Fig.4 shows the recall rate contrast diagram under different algorithms. It can
be seen from the Fig.4 that the algorithm proposed in this paper can maintain
good results when the recommended number is less than 40, and the addition of
personality traits can also improve the recall rate.

Fig.5 shows the P@N contrast diagram under different algorithms. As can be
seen from the Fig.5, the algorithm proposed in this paper is that the effect of the
other algorithm is better in P@N. After adding personality traits, the algorithm
slightly improved the P@N without considering the personality traits, and P@N
tended to be steady as the number of recommended followees increased.

Through these experiments, we can see that the user’s emotional analysis
and personality traits can improve the recommended precision rate and recall
rate to a certain extent. However, in the experiment without personality, the
recommendation model proposed in this paper will decline with the increase of
the recommended users.

6 Conclusions

In this paper, we propose a personality-aware followee recommendation mod-
el based on text Semantics and sentiment analysis(PSER), a novel personality
followee recommendation scheme over microblogging systems based on text Se-
mantics and sentiment analysis and the big-five personality model. This paper
analysed how user personality conditions the followee selection process by com-
bining a quantitative analysis of personality traits with the most commonly used
predictive factors for followee recommendation.

Experiments show that the combination of the text semantics, emotional
analysis and personality traits of followees recommended algorithm precision is
higher than the traditional recommended algorithm. Also, this model can im-
prove the recommendation quality and improve the novelty of the recommenda-
tion.

The combined attributes were insert into a recommendation algorithm that
computed the similarity among target users and potential followees. We conduct
experiments using large-scale traces form Sina Weibo to evaluate our design.
Results show that PSER model greatly outperforms existing recommendation
schemes.
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