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Abstract. Deep Neural Network (DNN) model has been achieved a significant 

result over the Mongolian speech recognition task, however, compared to Chi-

nese, English or the others, there are still opportunities for further enhance-

ments. This paper presents the first application of Feed-forward Sequential 

Memory Network (FSMN) for Mongolian speech recognition tasks to model 

long-term dependency in time series without using recurrent feedback. Fur-

thermore, by modeling the speaker in the feature space, we extract the i-vector 

features and combine them with the Fbank features as the input to validate their 

effectiveness in Mongolian ASR tasks. Finally, discriminative training was 

firstly conducted over the FSMN by using maximum mutual information 

(MMI) and state-level minimum Bayes risk (sMBR), respectively. The experi-

mental results show that: FSMN possesses better performance than DNN in the 

Mongolian ASR, and by using i-vector features combined with Fbank features 

as FSMN input and discriminative training, the word error rate(WER) is rela-

tively reduced by 17.9% compared with the DNN baseline. 

Keywords: Mongolian, speech recognition, DNN, FSMN, i-vector, sequence-

criterion training. 

1 Introduction 

Mongolian language has a wide influence in the world, it is the first or the second 

official language, about 6 millions persons who can speak that language in the Mon-

golia, Inner Mongolia of China and other districts. However, Mongolian speech 

recognition is still at its initial research stage. Deep learning methods have been wide-

ly used in the field of speech recognition, such as Deep Neural Network (DNN), re-

current neural networks (RNNs) or LSTM-based models [1-3]. But the research of 

Mongolian speech recognition tasks based on the depth learning method is relatively 

rare. 

Recently, the approaches investigated in [4] proposed a simpler structure for 

memory neural networks, namely feedforward sequential memory networks (FSMN), 

which has been proven to have advanced performance on the LVCSR task than DNN 

and LSTM [4,5]. FSMN extends the standard feedforward neural networks with some 
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learnable memory blocks in hidden layers. The memory blocks are used to store a 

fixed-size long context information temporarily as short-term memory mechanism, 

which can learn long-term dependencies in sequence data. In this paper, we will in-

troduce FSMN into acoustic modeling in Mongolian speech recognition. 

The speech recognition research for Mongolian starts at 2003 in China. The first 

Mongolian speech recognition system is established by Gao [6]. Then some research-

es on the design and optimization of the Mongolian acoustic model are undertaken by 

[7,8]. The approaches investigated in [9] solve the large vocabulary problem in Mon-

golian, where segmentation-based approach is applied to the system. More recently, 

in [10] DNN-based acoustic model was first applied to the Mongolian ASR research, 

it reduces the Word Error Rate (WER) over 50% against the GMM-HMM. However, 

compared with other languages such as Chinese and English, there is still a lot of 

room for optimization in Mongolian speech recognition acoustic model. 

In order to improve the performance of the Mongolian language recognition acous-

tic model, firstly this paper applies the FSMN structure to the acoustic model of the 

Mongolian speech recognition system and we investigate the FSMN architectures 

using of different hidden layers (including memory blocks). Further, i-vector based 

adaptation has been shown to be effective in reverberant environments and can be 

used for rapid adaptation of the neural network [11], in this paper we use i-vector 

based neural network adaptation. And lastly, discriminative training was conducted 

over the FSMN by using maximum mutual information (MMI) and state-level mini-

mum Bayes risk (sMBR), respectively [12]. 

The rest of the paper is organized as follows: Section 2 describes the structure of 

FSMN. Section 3 draws the i vector extraction method. Section 4 shows MMI and 

sMBR sequence discriminative training, Section 5 details the experimental setup and 

Section 6 reports the experiments. The conclusions are presented in Section 7. 

2 Acoustic modeling based on FSMN 

Feedforward sequential memory network is a multi-layer (normally more than three) 

feed-forward neural network model with single or multiple memory blocks in the 

hidden layer, which can learn long-term dependencies in sequence data. Fig.1. shows 

an FSMN structure diagram with two memory block added into hidden layer. These 

memory blocks are used to encode the information from the preceding and the subse-

quent frames. And these information make it possible to model long term dependency 

in the speech sequence. 

Given a sequence X={x1; x2;...;xt}, each tx X represents an input data at time in-

stance t. The corresponding hidden layer outputs are denoted as H={h1; h2;...;ht}. The 

structure of a memory block is illustrated in Fig.2, it uses a tapped-delay structure to 

encode ht and its previous N1 histories activities and N2 posterior activities into a 

fixed-sized representation, which is fed into the next hidden layer along with the cur-

rent hidden activity. 
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Fig. 1. The structure of FSMN with 2 Memory block. 
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Fig. 2. The structure of Memory block in FSMN. 

As the Fig.2. shows, in which the preceding N1 frames’ hidden layer output

11,...,
l l

t t Nh h 
, the current frames’ hidden layer output 

l

th and the posterior N2 frames’ 

hidden layer output
21,...,

l l

t t Nh h 
are summed up by the trained weight parameters  in-

to a context code
l

th . Depending on the encoding method to be used, the weight pa-

rameters  can be a scalar or a vector. 

If the weight coefficient  is set to a scalar, then FSMN is called scalar FSMN 

(sFSMN). The formula is defined as: 
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If the weight coefficient   is set to a vector, then FSMN is called vector FSMN 

(vFSMN), and the formula is defined as: 
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vFSMN has better modeling power[5]. We adopt the vFSMN in this study, and re-

fer it as the FSMN for short. 

3 i-vector 

Separating speech and acoustic environment information from the speech data is im-

portant to improve the robustness against the speaker and environment various. i-

vector encapsulate all the relevant information about a speaker’s identity in a low 

dimensional fixed-length representation, which are widely used in speaker adaptation 

of speech recognition. In this paper, we use the standard Gaussian Mixture Model-

Universal Background Model (GMM-UBM) to extract the i-vector. Assuming that the 

speaker and acoustic environment information is mapped to a GMM super vector 

space, total variability space between the speaker and acoustic environment infor-

mation is trained by super vector space. The i-vector extraction process is shown in 

Fig.3. 
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Fig. 3. The structure of i-vector feature extraction 

The high-dimensional mean super-vector of a period of speech h with the speaker 

and acoustic environment information is expressed as: 

 ( ) ( )M h m Tw h   (3) 

where m represents the UBM super vector that is not related to the speaker and the 

environment. T is a total variability subspace matrix and w is termed as i-vector. The 

M and m are obtained from the GMM-UBM. 

We train GMM-UBM on top of features processed with applying cepstral mean 

and variance normalization (CMVN) and then transforming with an LDA+MLLT 

matrix. The GMM parameters are initialized by setting the variance to the global vari-

ance of the features, the means to distinct randomly chosen frames and using a part of 

features to do multiple iterations of training by using expectation maximization (EM) 
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algorithm. For the total variability subspace matrix T, the features used to obtain the 

Gaussian posteriors are based on sliding-window Cepstral Mean Normalization 

(CMN), but the actual i-vector extractor sees the original features without CMN. The 

purpose is that we hope that the appropriate offset can be learned by the i-vector ex-

tractor itself. 

In this study, we use the i-vector as an additional input feature of neural networks 

that was proposed by [13]. We illustrate the used FSMN structure and the i-vector 

feature inputs in Fig.4. We use Fourier-transform-based log filter-bank (Fbank) coef-

ficients as the input feature. Consequently, a context window of d-dimensional frames 

of m dimensional acoustic features is augmented with k-dimensional i-vector resulting 

in a dm+k dimensional as input to the neural network. 
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Fbank features i-vector

Block Memory

Output layer
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Fig. 4. Diagram of a 2-hidden layer neural network with inputs augmented with i-vectors 

4 MMI and sMBR 

In the speech recognition system, neural networks are trained to estimate the HMM 

states posteriors of each frame. To train the neural networks, the cost function is im-

portant. Cost function guides the training procedure by setting an optimization direc-

tion, and leads the model to a certain optimum. Traditional cost function used in the 

neural network training only consider the current input. Because they treat every 

frame as an independent observation, but do not care about the relationship among 

frames, we called this type of cost functions as frame-level training cost function. 

Cross-Entropy (CE) is one of the most common choice of frame-level training cost 

function for the speech recognition system. The CE cost function is defined as: 
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where Tu represents the total time of utterance u. Su is the reference state label at time t 

for utterance u. And Xu is given input at time t for utterance u. 

Speech is sequence data, where the every frame has strong relationships with each 

other. Therefore the frame-level training cost function is not enough for the speech 

recognition system. Different from the frame-level training cost function, Sequence-

discriminative training cost function base on the whole sequences rather than frames. 

In recent years, a variety of sequence-level cost functions have been proposed. 

Among them, MMI and sMBR are the most common choice. 

The MMI criterion is the mutual information between the distributions of the ob-

servation and word sequences. The MMI criterion is: 

 
1
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where Xu as the sequence of all observation; Wu as the word-sequence in the reference 

for utterance u; Su is the sequence of states corresponding to Wu; and k is the acoustic 

scaling factor. 

The sMBR is designed on the basis of the compliance with the Bayes risk rule to 

minimize the expected error corresponding to different granularity of labels, which is 

defined as: 

 sMBR

1

( ) ( ) ( , )
F

( ) ( )

kU
w u u

k
u w u

p X S P W A W W

p X S P W 





  (6) 

where Xu as the sequence of all observation; A(W,Wu) is the raw accuracy of the num-

ber of state labels that corresponding to the word sequence W with respect to that 

corresponding to the reference Wu. 

In this study, we use a modified sMBR cost functions that was proposed by [14]. In 

this modified sMBR cost function, silence, vocalized noise and non-spoken noise are 

treated as silence. And the silence is treated as any other phone, except that all pdfs of 

silence phones are collapsed into a single class for the frame-error computation. 

Therefore, it is not to be penalized to replace one silence phone with another silence 

phone, but it will be penalized to insert a non-silent phone into a silent area. 

5 EXPERIMENTS SETUP 

5.1 Dataset  

We use a Mongolian speech corpus for acoustic model training, this dataset contains 

78 hours of speech sampled at 16KHz and the corpus involves 193 speakers. We di-

vided the corpus into two parts randomly which include a training set and a test set. 

The training set is about 88% of the whole corpus and each test set is about 12% of 

the whole corpus. The dataset pronunciation dictionary uses an alphabet of 63 pho-

nemes which include 37 vowels and 26 consonants. For the language model training, 
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a 3-gram language model with about 85 million tokens of Mongolian training text 

from Mongolian web sites was used. 

5.2 ASR system 

We implement the Mongolian LVCSR system based on the Kaldi speech recognition 

toolkit [15]. The base acoustic features are 40-dimensional Fbank feature vector, these 

features are then processed using utterance level cepstral mean and variance normali-

zation (CMVN) and features in time taking a context size of 7 frames (i.e., ±3) were 

spliced and projected to 40 dimensions with linear discriminant analysis (LDA). A 

maximum likelihood linear transform (MLLT) was estimated on the LDA features to 

train the LDA+MLLT model and speaker adaptive training was performed with 

FMLLR transform. FMLLR features were then used for training DNN, FSMN and i-

vector. 

Traditional neural networks usually employ a non-linear operation such as Sig-

moid, Tanh function as an activation function; however, it has been shown that recti-

fier linear unit (ReLU) can improve the performance of NNs [16]. In this paper, all 

the NNs were trained using a ReLU nonlinearity activation function. In our experi-

ment, parallel training of the NNs using up to 4 GPUs was done, while uses greedy 

layer-wise supervised training, preconditioned stochastic gradient descent (SGD) 

technique updates. 

6 EXPERIMENTS  

6.1 Baseline Experiments 

In our DNN-HMM acoustic model, we used context dependent tri-phones as the units 

of acoustic modeling. They share a total of 3762 unique context dependent states, 

which corresponds to the output dimension of the DNN acoustic model. This model 

uses 40-dimensional Fbank feature, where each feature vector is concatenated with a 

context window of 15 frames (7+1+7) to yield an input feature vector size of 600 as 

DNN input. The labels for training data are created by forced alignment with a classic 

GMM-HMM acoustic model trained on that data. Neural networks denote the stand-

ard 6 layers of fully connected neural networks using ReLU activation functions, each 

of layers has 1024 nodes or 2048 nodes were used, respectively. We use RBM-based 

pre-training to initialize DNN layer by layer. The mini-batch size is fixed to 256, and 

the initial learning rate parameter was set to 0.05 and 0.008 in the pre-training and 

fine-tuning, separately. 

We used a FSMN with 6 hidden layers, each hidden layer has 1024 neurons, in 

which the former three hidden layers have block memories and the latter three layers 

are normal hidden layer. We also extract 40-dimensional Fbank feature, because of 

the inherent memory mechanism of FSMN, it does not need to concatenate too many 

consecutive frames, therefore these features are augmented with the neighboring 

frames in 3 context window (i.e., ±1) as input features to FSMN[5]. For each block 

memory, we set the memory range from the preceding 5 frames to the subsequent 5 



8 

frames. The neural network is randomly initialized during training, without using any 

pre-training method. We use SGD with a mini-batch size of 256 for training task. The 

initial and final learning rates were specified by hand and equal to 0.05 and 0.008 

respectively. 

Table 1 shows the results of DNNs and FSMN based acoustic modeling trained on 

the Mongolian dataset. We can see that the FSMN based acoustic modeling can sig-

nificantly outperform the DNNs. The hidden layer of DNN contains 2048 nodes 

showed great improvement of word accuracy compared with 1024 nodes. While the 

hidden unit of FSMN is 1024, but the performance is still better than the DNN con-

tains 2048 nodes, WER is brought down to 12.90% from 11.94% (relative 7.4%), 

demonstrating its advantage in Mongolian acoustic modeling. 

Table 1. The results (%WER) of DNNs and FSMN, “1024L6” is to be interpreted as 6 hidden 

layers of 1024 hidden units. 

Model Scale WER(%) 

DNN 1024L6 14.56 

DNN 2048L6 12.90 

FSMN 1024L6 11.94 

 

6.2 Experiments on different structure for FSMN  

In this section, we investigate the effect of the number of hidden layers of FSMN 

containing memory blocks on the final Mongolian speech recognition performance. 

Every FSMN architecture with 6 hidden layers, each of which has 1024 nodes. And 

all hidden units adopt the rectified linear activation function. In the experiment, in-

stead of adding block memory to each hidden layer, we start adding memory blocks 

from the hidden layer containing 3 block memories. We use FSMN_3 denotes the 

former three hidden layers have block memories and the latter three layers are normal 

hidden layer, FSMN_4 denotes the former four hidden layers have block memories 

and the latter two layers are normal hidden layer, and so on. The configuration of the 

neural network in training is the same as that of the baseline FSMN training. 

Table 2. The results (%WER) of FSMN for various structure 

Model WER(%) 

FSMN_3 11.94 

FSMN_4 11.56 

FSMN_5 11.50 

FSMN_6 12.28 

From the experimental results in Table 2, we can see that with the increase of block 

memory in the hidden layer, the WER is decreased significantly. This is because the 

increase of the block memory would entitle FSMN to acquire more fixed-size long 

term temporal contexts relationships information. However, when the number of the 
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block memory in the hidden layer is increasing to 6, the accuracy of speech recogni-

tion decreases. The reason is that due to the small amount of the Mongolian training 

data, the data sparseness would be triggered when the number over block memory of 

hidden layers reaches 6, which would cause that the neural network cannot learn 

enough information and the performance of the acoustic model would be compro-

mised. 

Eventually, using FSMN network architecture achieved 4.8%-10.8% relative WER 

reduction over the baseline DNN model. The best performance is obtained using the 

FSMN_5, the WER is reduced from 12.90% to 11.50%. Overall, experimental results 

indicate that the effectiveness of FSMN in Mongolian speech recognition, being able 

to model long term temporal contexts in short-term Mongolian speech features. 

6.3 Experiments with i-vector Features 

To obtain the i-vector estimation, the GMM-UBM was trained with 512 mixtures 

computed from 40 perceptual linear prediction coefficients with delta and delta-delta 

features appended. The LDA and MLLT transforms obtained from GMM-HMM sys-

tem were used to GMM-UBM. The matrix T was randomly initialized using LDA and 

updated using the EM algorithm with 10 iterations. 

In this experiment, we trained DNNs and FSMNs using the baseline experiment 

configuration. All neural networks use the ReLU activation function, and we extract 

k-dimensional i-vector append to the context window of d frames of 40-dimensional 

Fbank acoustic features resulting in a 40d+k dimensional at each time step and the 

network is fed with these features with no stacking of acoustic frames. In this experi-

ment, we do not apply the cepstral mean normalization to the Fbank features, because 

i-vector can supply the information about any mean offset of the speakers data, then 

the network itself is able to do any feature normalization that is needed .To explore 

the influences of the i-vecotr size, we trained different neural networks with different 

i-vecotr size. The experimental results are listed in Table 3. 

Table 3. The results (%WER) of different dimension i-Vector features using in DNN and 

FSMN. 

Model i-vector dimensions (k) 

0 50 100 150 200 

DNN 12.90 12.32 12.24 12.48 12.54 

FSMN 11.94 11.38 11.48 11.66 11.97 

The eventual experimental results showed that: Compared with the baseline (in first 

column), by combining the i-vector feature with the Fbank feature as the input, both 

of the DNNs and FSMNs obtain a considerable improvement. Meanwhile, we observe 

that different i-vector size will lead to different performance of the neural networks 

models. For the DNN, the best experimental result is that with a 100-dimensional i-

vector led to a WER of 12.24%. For the FSMN, with a 50-dimensional i-vector can 

obtain the best experimental results, the WER is reduced from 11.94% to 11.38%. 

However, as the i-vector dimension increases, the accuracy of speech recognition is 
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reduced. Because the increasing amount of information content of the i-vectors pre-

sented to the network would lead to the overfitting. On the whole, the experiment 

shows that using the i-vector as input features provides the neural networks with valu-

able information in Mongolian speech recognition. 

6.4 Sequence-discriminative training 

In this set of experiments, sequence-discriminative training is investigated on Mongo-

lian large vocabulary continuous speech recognition tasks. Different sequence dis-

criminative criteria MMI and sMBR are compared. The initial models used for se-

quence-discriminative training are trained from baseline experiments using the Max-

imum likelihood estimation (MLE) as training criteria. The training start from a set of 

alignments and lattices that are generated by decoding the training data with a uni-

gram language model. The experimental results in Table 4 indicate that the effective-

ness of sequence-discriminative training in Mongolian speech recognition, Different 

training criteria have little effect on the experimental results. For the DNN, the WER 

is reduced from 12.90% to 12.06% (relative 6.5%).For the FSMN, the WER is re-

duced from 11.94% to 11.28% (relative 5.5%). 

Table 4. The results (%WER) of DNN and FSMN trained using different criteria 

Model training criteria 

MLE MMI sMBR 

DNN 12.90 12.12 12.06 

FSMN 11.94 11.28 11.34 

Finally, we investigated experiments with FSMN system which is trained using i-

vector features and sequence-discriminative criteria on the Mongolian large vocabu-

lary continuous speech recognition task. We select the FSMN model in the baseline 

experiments as the starting point. As shown in Table 5, we can see that for each auxil-

iary vector, the finally results consistently are better than the baseline FSMN model. 

And using the sequence-discriminative training can obtain better results than the i-

vector features. Moreover these auxiliary vectors are complementary. The best per-

formance is obtained using the i-vector + sequence training setup. The WER is re-

duced from 11.94% to 10.59% (relative 11.3%). 

Table 5. The results (%WER) of different auxiliary information for FSMN 

Model WER(%) 

FSMN 11.94 

FSMN + sequence training 11.28 

FSMN + iVectors  11.38 

FSMN + iVectors + sequence training 10.59 
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7 Conclusions 

In this paper, we presents the first application of FSMN networks for Mongolian large 

vocabulary continuous speech recognition tasks, the experimental results show that 

the FSMN can obtain better performance than the DNN. Compared among different 

FSMN model architectures, the former three hidden layers with block memory and 

the latter three layers being normal hidden layer was found to be optimal, WER was 

relatively reduced by 10.8%. Further, we show the i-vector features and the sequence 

discriminative training are both effective in the Mongolian speech recognition system. 

And these auxiliary vectors are complementary, by combining these two method, we 

can get a relative improvement of 11.3%. Finally, by using the FSMN, i-vector fea-

tures and the sequence discriminative training, comparing with the DNN baseline, we 

obtain a WER relative reduction of 17.9%. And the WER score of the best system is 

10.59% which is a very good performance record of the Mongolian speech recogni-

tion system. 
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