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Abstract. Previous research on dialogue systems generally focuses on
the conversation between two participants. Yet, group conversations
which involve more than two participants within one session bring up
a more complicated situation. The scenario is real such as meetings or
online chatting rooms. Learning to converse in groups is challenging due
to different interaction patterns among users when they exchange mes-
sages with each other. Group conversations are structure-aware while
the structure results from different interactions among different users.
In this paper, we have an interesting observation that fewer contexts
can lead to better performance by tackling the structure of group con-
versations. We conduct experiments on the public Ubuntu Multi-Party
Conversation Corpus and the experiment results demonstrate that our
model outperforms baselines.
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1 Introduction

Dialogue systems such as chatbots and virtual assistants have been attracting
great attention nowadays [17,18,21,22,27,28]. To launch dialogue systems with
moderate intelligence, the first priority for computers is to learn how to converse
by imitating human-to-human conversations. Researchers have paid great efforts
on learning to converse between two participants, either single-turn [5,14,16,31]
or multi-turn [12,25,29,33]. The research is valuable but is still quite simple in
reality: two-party conversations do not cover all possible conversation scenarios.

A more general scenario is that conversations may have more than two inter-
locutors conversing with each other [9,32], known as “group conversations”. In
real-world scenarios, group conversations are rather common, such as dialogues
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in online chatting rooms, discussions in forums, and debates, etc. Learning for
group conversations is of great importance, and is more complicated than two-
party conversations which requires extra work such as understanding the rela-
tions among utterances and users throughout the conversation.

Table 1. An example of group conversations in the IRC dataset. The conversation
involves multiple participants and lasts for multiple turns.

User | Utterance

User 1| “’'m on 15.10”

User 2 | @QUser 1 “have you tried using... ”
User 1| @QUser 2 “nope. but this might... ”

User 3| “i read on the internets...”

User 2 | “yeah. i’m thinking ...”

For example, in Ubuntu Internet Relay Chat channel (IRC), one initiates a
discussion about an Ubuntu technical issue as illustrated in Table 1: multiple
users interact with each other as a group conversation. Different pieces of infor-
mation are organized into a structure-aware conversation session due to different
responding relation among users. Some utterances are closely related because
they are along the same discussion thread, while others are not. We characterize
such an insight into the structure formulation for group conversations.

Group conversations are naturally multi-party and multi-turn dialogues.
Compared with two-party conversations in Fig. 1(a), a unique issue for group
conversations is to incorporate multiple threads of interactions (which indicate
“structures”) into the conversations formulation, as illustrated in Fig. 1(b).

Learning to generate utterances in group conversations is challenging: we
need a uniform framework to model the structure-aware conversation sessions,
which is non-trivial. To this end, we propose a tree-structured conversation model
to formulate group conversations. The branches of the tree characterize different
interaction threads among the users. We learn to encode the group conversation
along the tree branches by splitting the tree as sequences (Fig.1(c)). Given
the learned representations, the model generates the next utterance in group
conversations. Due to the tree-structured frame of group conversations, we will
not use all utterances across turns to generate the target utterance: only the
utterances along the target tree branch will be used. With fewer contexts used,
we obtain even better generation results. It is interesting to see that “less” is
“more”.

To sum up, our contributions in this paper are:

e We are the first to investigate structure-aware formulation for group con-
versations. The model organizes the utterance flows in the conversation into
a tree-based frame, which is designed especially for the group conversation
scenario.
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e To the best of our knowledge, we are also the first to investigate the task of
generation-based conversation in groups. With less context information used
by ruling out utterances from irrelevant branches, we generate better results.

Experiments are conducted on the Ubuntu Multi-party Conversation Corpus,
a public dataset for group conversation studies. The experimental result shows
that our model outperforms the state-of-the-art baselines on all metrics.

2 Background Knowledge

Dialog systems can be categorized as generation-based and retrieval-based
approaches. Generation-based methods produce responses with natural lan-
guage generators, which are learned from conversation data [5,14,17,23]; while
retrieval-based ones retrieve responses by ranking and selecting existing candi-
dates from a massive data repository [24,25,27,30]. Researchers also investigate
how to ensemble generation-based ones and retrieval-based ones together [11,15].
In this paper, we focus on the generation-based conversational model.

User 1@ User 1 User 1 User 1
1 o ®
User 2 O User 2 / \ User 3 l User 3
CID l User ?
User1@ User 1 User 2 User 2
O O\ O\
User 1
User 2 Q\ 2 ? ?
(a) Two parties. (b) Tree structure. (c) Tree splitting.

Fig. 1. We illustrate the difference of conversations between two participants in (a) and
the group conversation of Table 1 in (b). Group conversations are structure-aware and
formulated as trees (b) and we split the tree into sequences (c). “Irrelevant” utterances
on other sequences are not used for generation (shaded in the figure).

Early work in dialog systems focuses on single-turn conversations. It outputs
a response given only one utterance as the input [5,14,20]. However, a normal
conversation lasts for several turns. Conversation models without context infor-
mation is insufficient [22]. Context representation learning is proposed to solve
the problem. Interested readers may refer to a recent survey paper for more
details [26].

Multi-turn dialogue systems take in the current message and all previous
utterances as contexts and output a response which is appropriate given the
entire conversation session. Recently, methods are proposed to capture long-span
dependencies in contexts by concatenation [18,27], latent variable-based models
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[8,13] or hierarchical approaches [12,25]. In this paper, we target at multi-turn
conversations.

Most previous studies focus on two-party conversations, while the group con-
versation is a more general case of multi-turn conversations which involve more
than two participants. It is more difficult to understand group conversations.
Ouchi et al. [9] proposed to select the responses associated with addressees in
multi-party conversations, which is basically a retrieval-based model by match-
ing. Zhang et al. [32] extended the work by introducing an interactive neural
network modeling, which is also for retrieval-based matching.

None of the work focuses on generation-based group conversations. More
importantly, none of the work incorporates structure-aware formulation for group
conversation models.

3 Group Conversation Model

In this section, we introduce our model for group conversations. First, we need
to organize the conversation session according to the responding structures
among users. We propose to construct the conversation context into a tree struc-
ture. With the established tree structure, we encode information for generation.
Finally, we generate the target utterance in the decoding process.

Our problem formulation is straightforward. Given a group conversation with
T utterances, we denote X = {X;}7_,. Each X; is an utterance sentence. The
goal is to generate the next utterance Y = (y1,¥2,...,ym) by estimating the
probability p(Y|X) = [T p(y|y<t, X).

Structure information is vital for group conversations. With different
responding relationships, we construct different tree structures and accordingly,
encode different information for the group conversations. Since we model the con-
versations as trees, we add the utterances with direct responding relationships
onto the same branch of the tree. In this way, different responding relationships
lead to different tree-branch structures.

Tree-based Formulation. Given the responding relationship among users, it
is straightforward to establish the tree. If an utterance X; is responding to the
utterance X; where ¢ > j, we add an edge between X; and X;. X; is the parent
node of X; while X; is the child node of X;. Generally, each utterance responds
to one utterance but multiple subsequent utterances can respond to the same
utterance. Suppose X; and Xj, both respond to X; where ¢ > j and £ > j. In
this case, X; and X} are sibling nodes at the same level with a common parent
node X;.

As illustrated in Table 1, sometimes an utterance is addressed to a particular
user explicitly. In this situation, we establish the tree without any ambiguity. In
other cases, an utterance is not explicitly addressed to any user. To make the
model practical, we introduce an assumption that if not explicitly designated, the
utterance is addressing to the most recent utterance in the context. It is a simple
assumption but holds in majority circumstances. For the group conversation in
Table 1, we establish the tree in Fig. 1(b).
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Splitting. Given a tree-structured conversation session, there are multiple
sequences with shared nodes. We split the multiple sequences into separate
sequences by duplicating the shared nodes, which is shown in Fig.1(c). In
this way, the conversation is represented by multiple sequences. Sequences have
unique advantages over trees in batch learning. We identify which sequence the
target utterance will be addressed to, and learn the embeddings of utterances
along this sequence. We decode the target utterance based on the learned rep-
resentation. Utterances from other sequences (i.e., other branches) will not be
used for context information encoding and decoding.

Hierarchical Encoding. Our model is based on the encoder-decoder framework
using the sequence-to-sequence model [19]. We implement with gated recur-
rent units (GRU) [3]. The encoder converts a sequence of embedding inputs
(x1,X2,...,Xy) to hidden representations (hy, hy,... h,) by:

ht = GRU(ht,]_,Xt) (1)

Our model is established based on the hierarchical representations [6,12]. A
hierarchical model draws on the intuition that just as the integration of words
creates the overall meaning of an utterance, and furthermore the integration of
multiple utterances creates the overall meaning of several utterances. To be more
specific, we first obtain representation vectors at the utterance level by putting
one layer of a recurrent neural network with GRU units on top of its containing
words. The vector output at the ending time-step is used to represent the entire
utterance sentence.

To build the representation for multiple utterances along a branch, another
layer of GRU is placed on top of all utterances, computing representations
sequentially for each time step. Representation computed at the final time step
is used to represent the long sequence (i.e., the tree branch). Thus one GRU
operates at the word-level, leading to the acquisition of utterance-level represen-
tations that are used as inputs into the second GRU that acquires the overall
representations.

Decoding. After we obtain the encoded information, the decoder takes as input
a context vector c¢; and the embedding of a previously decoded word y,_; to
update its state st using another GRU:

s; = GRU(s¢—1, [cr5y,1)) (2)

[ct;y,_1] is the concatenation of the two vectors, serving as the input to GRU
units. The context vector c; is designed to dynamically attend on important
information of the encoding sequence during the decoding process [1]. Once the
state vector s; is obtained, the decoder generates a token by sampling from the
output probability distribution o; computed from the decoder’s state s;:

Yt ~ 0t = p(Ye|y1, Y2, - -+ Yt—1,Ct)
= softmax(W,s;)

3)
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Table 2. Experimental results of different models based on automatic evaluations.

Model BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR
NRM 9.85 3.04 1.38 0.67 3.98
C-Seq2Seq | 10.45 4.13 2.08 1.02 3.43
HRED 11.23 4.40 2.45 1.42 4.38
Our method | 11.73 | 6.06 4.28 3.29 4.86

4 Experiments

Data. We run experiments using the public Ubuntu Corpus?® [8] for training and
testing. The original data comes from the logs of Ubuntu IRC chat room where
users discuss technical problems related to Ubuntu. The corpus consists of huge
amount of records including over 7 million response utterances and 100 million
words. We organize the dataset as tree-structured samples of 380k conversation
sessions.

To be more specific, we take the last utterance in each session as the target
to be generated and other utterances as inputs. We randomly divide the corpus
into train-dev-test sets: 5,000 sessions for validation, 5,000 sessions for testing
and the rest for training. We report results on the test set.

Baselines. We evaluate our model against a series of baselines. We include the
context-insensitive baseline and context-aware methods (either non-hierarchical
or hierarchical).

e NRM. Shang et al. [14] proposed the single-turn conversational model without
contexts incorporated, namely neural responding machine (NRM). For NRM,
only the penultimate utterance is used to generate the last utterance. It is
performed using the Seq2Seq model with attention.

o (ontext-Seq2Seq. The context-sensitive seq2seq means that given a session, we
use the last utterance as the target and all other utterances as the inputs. We
concatenate all input utterances into a long utterance [18]. The concatenated
contexts do not distinguish word or sentence hierarchies.

e HRED. The Hierarchical Recurrent Encoder-Decoder (HRED) model is a
strong context-aware baseline which consists both word-level encoders and
sentence-level encoders [12]. In this way, context utterances are encoded in
two hierarchies as the training data.

None of these models takes the structure in group conversations into account.
Our model incorporates structures into the hierarchical context-aware conversa-
tional model, where indicates a new insight.

Evaluation Metrics. We use the evaluation package released by [2] to eval-
uate our model and baselines. The package includes BLEU-1 to 4 [10] and

! http://dataset.cs.mcgill.ca/ubuntu-corpus-1.0/.
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METEOR [4]. All these metrics evaluate the word overlap between the gen-
erated utterances and the ground truth targets. Still, note that these evaluation
metrics have plenty room for improvement as to dialogue evaluations [7].

Results and Analysis. Table2 shows the evaluation results. We observe
that the performance is improved incrementally. From NRM to C-Seq2Seq, the
improvement may be ascribed that context information is important for conver-
sations with more than one turn. It concurs with many previous studies [25,27].
Hierarchical information depicted by fine-grained representation learning is also
demonstrated to be useful [12,22]. None of the baselines formulates structure
information, while our method utilizes a tree-based frame. Our method out-
performs baselines in all metrics: structure-aware information is shown to be
effective in group conversations.

Note that in our method, after splitting the tree into multiple sequences, we
actually discard part of the context utterances during the encoding process. It
is surprising that the model achieves even better results. We understand that
within a group conversation, only the relevant information is useful to generate
the target utterance. Irrelevant utterances on the other branches of the tree (i.e.,
other sequences) might be the noises for generation. It is interesting to see that
“less becomes more” in group conversations.

5 Conclusion

In this paper, we proposed a tree-based model frame for structure-aware group
conversations. According to different responding relations, we organize the group
conversation as a tree with different branches involving multiple conversation
threads. We split the established tree into multiple sequences, and we only use
the target sequence to generate the next utterance. This method is quite simple
but rather effective. We have performance improvement in terms of automatic
evaluations, which indicate less context information results in better generations
in group conversations. In other words, “less” is “more”.
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