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Abstract. User profiling and personalized recommendation plays an important
role in many business applications such as precision marketing and targeting
advertisement. Since user data is heterogeneous, leveraging the heterogeneous
information for user profiling and personalized recommendation is still a chal-
lenge. In this paper, we propose effective methods to solve two subtasks
working in user profiling and recommendation. Subtask one is to predict users’
tags, we treat this subtask as a binary classification task, we combine users’
profile vector and social Large-scale Information Network Embedding (LINE)
vector as user features, and use tag information as tag features, then apply a deep
learning approach to predict which tags are related to a user. Subtask two is to
predict the users a user would like to follow in the future. We adopt social-based
collaborative filtering (CF) to solve this task. Our results achieve second place in
both subtasks.
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1 Introduction

With the rapid development of the Internet, a large amount of user information has
been generated on the Internet. User profiling [1] can effectively use this information to
analyze user’s attributes, and it is widely used both in recommendation system and
precise advertisement [2]. Social media is one of the most important components of
Internet, and it has become essential for people’s life. People like to share all kinds of
information through social applications, which makes the user research based on social
media become more and more important. Users usually use a set of phrases called tag
to indicate their personal characteristics such as hobbies and interests and characters on
social network. Many social networking services provide tag recommendation function
for users to help them set the tags. We can use users’ tags to solve problems such as
community discovery [3]. Meanwhile, users like to make friends who have a lot in
common through social networks. And friend recommendation is a very important
function of social networking services, therefore, it has been the focus of social net-
work research.
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This shared task contains two subtasks. Subtask one gives users’ other information
except tags, we need predict which tags are related to a user. Subtask two gives users’
following relationship and other provided information, we need predict the users a user
would like to follow in the future. We regard subtask one as a classification problem
and subtask two as a recommendation problem. We will introduce the two subtasks
respectively in the following sections.

1.1 Subtask One

As an important function of social networking services, user tag recommendation has
become the focus of research. The classic methods include content-based user tag rec-
ommendation method [4, 5] and graph-based user tag recommendation method [6–8].
Yamaguchi et al. [9] proposed a method to predict the tags which are related to a user by
using Twitter list. Twitter list is an official functionality to list users may share infor-
mation about the topic represented in list name. So they extracted the phrases from list
names as user’s tags, and exploited the relationship between tags and users, then rec-
ommended the most relevant tags to the users. Wu et al. [10] considered all of user’s
tweets as a document, then adopted TextRank [11] to extract keyphrases from it and
treated the keyphrases as user’s tags. In addition to tweets, there are complex relation-
ships and links among users in social networks, which can be used in user tag recom-
mendation. Lappas et al. [12] believed that users had many different interests. The reason
why a user follow others is that they have the same interests. Therefore, they used the
underlying social endorsement network to extract useful tags for users. And Chen et al.
[13] proposed a method that recommended tags of the users who a user followed to a
user. Because they considered that a user tended to follow the users who had the same
interests with him. Since deep learning has been successfully used in many research
fields, it is gradually applied to user tag recommendation task.

For subtask one, we propose a deep learning approach to predict which tags are
related to a user. There are three parts in our approach, we will elaborate in the next
section.

1.2 Subtask Two

Friend recommendation is a very popular personalized service in social networking
services. Collaborative filtering(CF) [14] is the classic approach to the recommendation
problem, which is comprised of two main methods, model-based CF and memory-
based CF. The latter includes user-based CF [15] and item-based CF [16]. And friend
recommendation is also a recommendation problem, there is some research on it. Bian
et al. [17] proposed a method called MatchMaker, which was based on personality
matching and collaborative filtering. It leveraged the mutual understanding and social
information among users in social networks. Agarwal et al. [18] proposed an implicit
rating model, for estimating a user’s affinity toward his friends, which uncovered the
strength of relationship, utilizing both attribute similarity and user interaction intensity.
It was also a CF-based framework. Users usually share their check-in location in social
networks, and the check-in data can be used for friend recommendation. Lin et al. [19]
considered that customary location a user checked in can represent his social circle, so
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they achieved friend recommendation based on social circle similarity which was
computed by the distance between the two geographical locations.

For subtask two, we propose a social-based collaborative filtering method and rules
to realize users’ friend recommendation. We will elaborate in the next section.

2 Method

2.1 Subtask One

We regard this subtask as a binary classification task and propose a deep learning
framework to solve it. We encode user’s personal information such as age, province
and city into a vector, use the Large-scale Information Network Embedding(LINE) [20]
to encode the social network information into a vector, and join these two vectors into a
vector as the user features. Although a user’s tags are desensitized, they still contain a
lot of semantic information. By encoding them into a vector as the tag features, and
then we join these two features as the sample feature, finally we apply our model to
achieve the subtask.

As is shown in Fig. 1, the architecture of our model consists of three components:
(1) Embedding layer to encode user and tag information; (2) Fully connected layer to
obtain user and tag features from the embedding layer; (3) Output layer to predict a
user’s tags.

Embedding Layer
Embedding approach is convenient for us to capture the relationship between key
information from data. Therefore, each information about user and tag is encoded into a
real-valued vector by build embedding matrix Iemb 2 Pn

i V
i � N in the embedding

Fig. 1. Architecture of our proposed method
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layer, where Vi denotes the dimension of the each information vector and N is the
number of users.

We mainly adopt profiles data as the user information to generate user embedding
vector, including user ID, gender, province and city. According to the data of the social
ties, one user has followed many users. We connect users who have social relationships
with each other and eventually form a social network. We use LINE approach to map
all the users nodes in the network to a d-dimensional vector, and try to keep the original
network structure. Finally, we merge the user IDs, genders, provinces, cities and social
information embedding vectors together as user matrix.

For tag information, tag ID can reflect the relevant characteristics of tag. So the tag
matrix consists of the embedding vector of tag IDs.

Fully Connected Layer
We extract user features from the merged user matrix by fully connected layer. Next,
we merge the user features with the tag features. We use the fully connected layer again
to get connection between user and tag.

Output Layer
Finally we use sigmoid function to predict a user’s tags. The sigmoid function is a
probabilistic classification algorithm that classifies by probability distribution. The
calculation result is from 0 to 1. We consider that if the output probability is greater
than 0.5, the tag is related to the user, otherwise the tag is not related to the user.

2.2 Subtask Two

Friend recommendation based on the proportion of common friends
We usually know that, if A and B are friends, and B and C are friends, then A is also
likely to be willing to make friends with C. Therefore, we can achieve friend recom-
mendation by calculating the proportion of common friends of two users. But there is
also a problem here, the ratio of the total number of friends of a user to the number of
common friends is usually very likely to have a certain influence on the friends to be
recommended. So first, we use the ratio of the number of common friends to the total
number of friends to weight them, and then recommend top-10 of results to a user.

Friend recommendation based on social-based collaborative filtering
As the saying goes, birds of a feather flock together, and people always like to make
friends with like-minded people. The like-minded people mean that the people who
have interests in the same. Therefore, we can also recommend friends by computing the
similarity between users.
We use collaborative filtering (CF) to achieve the similarity computation between uses.
One of the main functions of collaborative filtering is to make recommendations. Users
can be analyzed based on their historical data. And recommend similar users based on
their different preferences. Collaborative filtering is divided into user-based collabo-
rative filtering algorithms and article-based collaborative filtering algorithms.

The key to achieve the friend recommendation through a social-based CF method is
to find users similar to the target user. In this subtask, we use the data which describes
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user’s following relationship to compute similarity between users. We denote the user
set as U ¼ u1; u2; u3; . . .; umf g, and denote every user’s following user set as
F ¼ f1; f2; f3; . . .; fnf g, at the same time, we also create a matrix S 2 RM�N indicates
users and the users they follow, and if user i follows user j, Sij ¼ 1, otherwise Sij ¼ 0.
To simplify the calculations, we normalize each line of the matrix S to get a new
similarity matrix Muf .

Muf ¼ Norm Sð Þ � NormðSÞT ð1Þ

Where,Muf 2 RM�M and each element mij represents the similarity between user i
and user j. With the user similarity, we can use another matrix multiplication to obtain
the score of new friends for each user as follow:

P ¼ Muf � S� S ð2Þ

Where, P 2 RM�N and each element p represents the score for user i and user j.

Friend recommendation based on the most-popular rule
On social networking platforms, such as Weibo, people tend to follow well-known users
whose common feature is that they have a high number of followers, so we use this rule
to make friend recommendation and recommend the most popular users to a user.

3 Experiments and Results Analysis

3.1 Subtask One

Dataset and Evaluation
We use profiles data, tags data and socials data for subtask one. The number of unique
users in the tags file is 11995. We split tags data to form an offline training set and test set
by users group. For all users, split out 75 percent of the users with tags from tags data to
get training set, the rest as the offline test set. Since the provided data contains only
positive samples, we choose the top 20 tags of the frequency of occurrence to build
negative samples. If user has no relationship with the top 20 tags, the combination of the
user and tag serves as a negative sample. Our offline training set contains 9,796 users,
each user has multiple tags, the total number of combination of users and tags is
176,619, the number of negative samples is 117,746, the number of positive samples is
58,873. The rest 2,399 users with tags for the test set, the total number of data is 47,980.
The number of training set tag space is 18,496, and the tag space of test set is top 20.

The dimension of user ID’s embedding vector is 128. We map the gender f and m
to 1 and 0 respectively. The dimensions of embedding vector of province and city are
both 32. Each node in the user social network represents a user. We use the LINE
method to train the node vector and set the vector dimension to 100.

The quality of subtask one is evaluated by F1@K (K = 3), and we also list P@K,
R@K for analysis. The calculation formula is as follows:
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Pi@K ¼ Hij j
K

ð3Þ

Ri@K ¼ Hij j
Vij j ð4Þ

F1i@K ¼ Pi@K � Ri@K
Pi@KþRi@K

ð5Þ

P@K ¼ 1
N

XN

i¼1
Pi@K ð6Þ

R@K ¼ 1
N

XN

i¼1
Ri@K ð7Þ

F1@K ¼ 1
N

XN

i¼1
F1i@K ð8Þ

Where Hij j is the correctly predicted tags for user i’s top K prediction, Vij j is the correct
tags for user i. Pi@K, Ri@K, F1i@K is the precision, recall and F1 for a user i. N is the
user count.

Experimental Results and Analysis
We evaluate our method in test set. First we evaluate the deep recommendation model
with user features from profiles data. Then we merge the features of the social network
with the trained user features through fully connected layer. Finally, we merge user’s
social feature and profile information as user features together. The results are shown in
Table 1.

Based on the results in Table 1, we find that the method combine profile data with
user social information as embedding layer has the best performance. This demon-
strates that social network information is effective in tag recommendation. The social
information can better represent the commonalities between users.

3.2 Subtask Two

Dataset and Evaluation
We use social network data for subtask two. We split social data to form an offline
training set and test set by friend(user2) groups. For each friend, split out 75 percent of

Table 1. The result of each method (K = 3).

Method P@K R@K F1@K

Profile 4.175% 3.349% 3.652%
Fully connected layer + social 5.669% 3.418% 3.876%
profile + social 5.992% 3.505% 4.037%
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the social data to get the training set, so that all the friend already appear in the training
set. Then we filter out the users who don’t exist in the training set from the rest of social
data to become test data set.
The quality of subtask two is evaluated by F1@K (K = 10), and we also list P@K and
R@K for analysis. The calculation formula is the same as subtask one.

Experimental Results and Analysis
We evaluate our method on the offline test set. The results are shown in Table 2.

Based on the results in Table 2, we find that the social-based CF has the best
performance. This demonstrates that social network information is effective in User
Following Recommendation. Because the users that have common friends are similar.
It is effective to recommend the friends that the similar users have to a user.

4 Conclusion and Future Work

In this paper, we elaborate our methods and ideas on User Profiling and Recommen-
dation shared tasks. For subtask one, we take it as a classification problem and adopted
a deep learning method to predict user’s tags. We focus more on data analysis and the
combination of features. Our online submission results are based on fully connected
layer with social information result. However, we find that profile with social features
is much more effective than the method. And there are too few tag features in the
method, and we don’t use the tweet data and check-in data. In the future, we are going
to use tag co-occurrence relationship to train a LINE vector to rich tag features in this
subtask and split the users into two groups, the users that have tweets is divided into
one group, the rest users is divided into another group, then construct a dual channel
model to predict user tags.

For subtask two, we treat the task as a recommendation problem. We adopt a
social-based collaborative filtering method. Since the number of users’ common friends
is small, the results of this method are not ideal. The collaborative filtering method can
gain the similarity between users, so as to realize the friend recommendation. In this
subtask, we only use social data. In the future, we can try to calculate similarity by
using check-in data and profile data, and then combine multiple approach results to
achieve the recommendation.
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Table 2. The result of each method (K = 10).

Method P@K R@K F1@K

The proportion of common friends 0.202% 0.210% 0.213%
Social-based CF 0.679% 0.762% 0.679%
Most-popular rule 0.642% 0.747% 0.640%
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