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Abstract. In this paper, we report technique details of our approach for
the NLPCC 2018 shared task knowledge-based question answering. Our
system uses a word-based maximum matching method to find entity
candidates. Then, we combine editor distance, character overlap and
word2vec cosine similarity to rank SRO triples of each entity candidate.
Finally, the object of the top 1 score SRO is selected as the answer of
the question. The result of our system achieves 62.94% of answer exact
matching on the test set.
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1 Introduction

Automatic open-domain question answering has attracted great attention with
the development of Natural Language Processing (NLP) and Information
Retrieval (IR) techniques. One of the typical tasks named Knowledge-Based
Question Answering (KBQA) is defined to retrieve a specific entity from knowl-
edge base as the answer to a given question.

The challenge of retrieval-based KBQA is how to match unstructured natural
language questions with structured data in knowledge base. To understand a
question, it is necessary to figure out the topic entity and relation chain inside the
question. Thus, topic entity linking and relation ranking are the most important
modules in our system.

2 Related Work

Knowledge-based question answering is a challenging task in the field of NLP.
The mainstream approaches can be divided into three categories: semantic pars-
ing based [1-5], information extraction based [6-8] and retrieval based [9-11].
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The semantic parsing based approaches translate natural language questions
into a series of semantic representations in logic forms. They query the answer
in knowledge base through the corresponding query statement. Yih et al. [12]
present a semantic parsing method via staged query graph generation. Convo-
lution neural network is used to calculate the similarities between question and
relation chains.

The information extraction based approaches extract topic entities from ques-
tions and generate a knowledge base subgraph with the topic entity node as
the center. Each node in the subgraph can be used as a candidate answer. By
examining the questions and extracted information according to some rules or
templates, they obtain the feature vectors of the questions. A classifier is then
constructed to filter candidate answers based on input feature vectors. Yao and
Van Durme [13] associate question features with answer patterns described by
Freebase. They also exploit ClueWeb, mined mappings between knowledge base
relations and natural language text, and show that it helps both relation predic-
tion and answer extraction.

The idea of retrieval-based method is similar to that of information extrac-
tion based methods. The question and candidate answers are mapped to dis-
tributed representation. The distributed representations are trained on labeled
data, aiming to optimize the matching function between the question and the
correct answer. Zhang et al. [14] combine bi-directional LSTM with an attention
mechanism to represent the questions dynamically according to diverse focuses
of various candidate answers.

These approaches work well on the English open dataset WebQuestion. How-
ever, their performances on a Chinese KBQA dataset have not been presented
before.

3 Our Approach

Figure 1 shows the system architecture of our approach. For each question, the
system finds the entity candidates firstly. And then entity ranking and relation
ranking are conducted seperately to assign each entity candidate and relation a
rank score. Finally, in the answer ranking stage, the system finds the top 1 triple
according to the entity score and relation score. The object entity of the top 1
triple is the answer of the question.

3.1 Entity Linking

Since the entity in the knowledge base has various name, such as Chinese name,
English name, nick name, alias and so on, we build a Entity Map which maps
these names to the original entity. In order to detect the topic entity in the ques-
tion, we use a word-based maximum matching method to find entity candidates.
First of all, the question is segmented by 1ltp! [15] segmenter. Then, we join the

! http://1tp.ai/.
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Fig. 1. System architecture

words in the question one by one and search it in the Entity Map. If it exists in
the keys of Entity Map, the corresponding value to the key will be added to a
entity candidates list.

Here is an example: consider the question, =T -Z&#)%H DHERTERE L
BREA B 3K, After segmentation, we get a  list of  words
EE’TZ_J%Ej]’ E'%//I\ﬂzv Eq‘v Ea Hﬁ]g, BEZ, Ejk[y\v EEBR Then we filter StOp words
i, £, 32 and question words ¥, because they are impossible to be part of
entity. After that, two sub-list of words are left, which are 5T R, FOF
and EREA, BEK Then, we do word-based maximum matching for each sub-list.
For sub-list, 5T -FY, H5O ﬁ, we first join all the words (5T-HRHELHE)
and search it in the Entity Map. Apparently, it is not a entity. Then, we shorten
the string length by one. Now, we search TR and F2F in the Entity
Map separately. They are both existing entity, so they are added to the entity

candidates list. For sub-list ZKFA, EEJ{*, we conduct the same operation. In the
end, we get entity candidates:
T2
TR (RE RS HIR)
T R CEE Z BT R)
HOHE
(BFE) (2007FEFKEH )
FH/DE FRERL 7 L2 REE)
giﬁ(mllﬁfﬁ*ﬁ% P2 SEEERY)
BEK

3.2 Ranking

The knowledge base consists of millions of Subject-Relation-Object (SRO)
triples. Each subject entity has dozens of Relation-Object pairs, each relation
corresponding to only one object entity. Therefore, finding the answer to the
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question is equal to rank the relations of the subject entity and the object entity
corresponding to the top one relation is supposed to be the answer.

After entity candidates have been found in the entity linking section, we can
now collect all SRO triples of theses entities from the knowledge base. In this
section, we combine editor distance score, character overlap score and word2vec
cosine similarity score to rank each entity candidate and their relations.

Edit Distance. The edit distance is a way of quantifying how dissimilar two
strings are to one another by counting the minimum number of operations
required to transform one string into the other. The edit distance score we used
is a variant of the original edit distance. Suppose that the original edit distance
of two strings s; and s9 is notated as ed(s1, s2), the edit distance score we use is

ed(s1, s2)

€ = 1 -
SCOT€cq mazx(len(sy),len(sa))

(1)

Character Overlap. The character overlap is the number of overlapped char-
acters in two strings. Greater character overlap suggests that the two strings are
more topic related. We notate the character overlap score as score,.

seore.. — |set(s1)[ N ]set(s)]
7 set(s1)| U |set(s2)]

(2)

Word2vec Cosine Similarity. We train a word2vec model with a 20G
chinese news corpus so that we can obtain a vector for each chinese word in
the vocabulary. Then the string vector is computed as

v(s) = 3 wlw) (3)

w; €S

so the word2vec cosine similarity of two strings is computed as the cosine simi-
larity of two string vectors.

v(s1) - v(s2)
o] - [[v(s2)]] (4)

SCOT €2y =

Related Score. The related score of two string is defined as:

SCOT€related = SCOT€eq + SCOT €L, + SCOT €2y (5)

Entity Ranking. We rank entity candidate by how many object entity of the
candidate are related with question.

Consider the question EPIEKAFED ZWIRHAR] | Suppose that there are
more than one entities 76%' in the knowledge base and they have different nation-

alities such as IZ R, IR, B oc. and different occupations such as
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BRAL, S8, 15 etc. When we calculate the related score of each entity candi-
date and the question, apparently the related score of the entity of which the
nationality is 2P and the occupation is K1 will be higher than that of others.
In experience, if the related score is greater than a threshold A, then we think
that the object entity is related with the question. So entity score is computed
as

scoregward = (1 + scorecq) X (14 scorec,) X (1 + scoreyay,) (6)
scoreg =1 X H scorequard(0, Q) (7)
0€S

score (0,0) = scorequward(0, Q)  scorequard(0,Q) > A ()
award ) - 1 SCOTeawaTd(O’ Q) <\

We tune the value of A from 1.0 to 2.0, gap 0.1, and find that when A = 1.5 it
achieves the best result on the training data.

Relation Ranking. Before calculating the score, we remove the string cor-
responding to the entity candidate and related object entity for simplify-
ing the computation. For example, after removing the string, the question
EPYER AT BRI R H A K becomes AEBFR HiZERY,

In addition, we also do question word extension. In some cases, the relation
of entity does not appear in the question. For example, the relation to the ques-
tion is supposed to be A H A or 42 H (both refers to “birthday” in English),
however, neither of them exists in the question. So, we map WP H 4 to thAE H A
and 4 H | the latter is called the extension of question word.

Finally, we rank relations of each entity candidate by calculating the related
score of each relation with the quesiton and the extension of question word.

scorer = a X $corereiated (R, Ext) + X scorereiated( R, Q U Ext) 9)

where, R refers to relation, Ext refers to the extension of question word, and
Q U Ext refers to the union of question and ext. The o and 3 are weight factors.
We set a to be 0.47 and 8 to be 0.53 according to the experiment.

Answer Ranking. For a SRO triple, we calculate the score as below:

SCOTeSRO = SCOTER X SCOTeg (10)
o A

scores — scores  SCOT€quward(0, Q) < (1)
1 scoreaward(0,Q) > A

where O refers to Object of SRO triple, Q refers to the question and A is set to
be 1.5 according to the experiment.

If the scoreqward(O, Q) > A, it suggests that the object is a known fact and
can not be the answer of the question shown as Eq. (11).

We rank SRO by multiplying the score of each relation and the score of
corresponding entity candidate and get the Object from the top 1 SRO as the
answer.
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4 Experiments

4.1 Dataset

In this paper, we use the dataset provided by the NLPCC 2018 open domain
KBQA shared task. The dataset includes 24,479 single-relation question-answer
pairs for training, a Chinese knowledge base with 43M SRO triples, and 7M
mapping data from mentions to entities. The test set contains 618 questions.

Since the mapping data is not what our system desires, we rebuild a Entity
Map from mentions to entities with no word segmentation.

4.2 Setup

The word embeddings used in our system is pre-trained by gensim?. We use the
skip-gram model [16] and the dimension is set to be 300.

4.3 Results

The results of our system achieves 62.94% of answer exact matching on the test
set, which ranks 3rd place in the final leaderboard.

4.4 FError Analysis

We analyze the causes of the error cases (229 in total). 37.6% of errors are caused
by entity linking and 27.9% are caused by relation ranking. 16.6% of errors are
attributed to that the desire answer of the quesiton is the subject entity of the
SRO triple and we can not use object entity to infer subject entity.

In addition, 5.2% of errors are caused by the confliction of knowl-
edge base. For example, to the question E M E Y ERIA 4 e
our answer is ',  while the official answer is B L.
However, in the knowledge base, the entity B contains both triples
EIEX ||| 2 EALE ||| 3 and B |||60E ||| BT D

For the last 16.6% of errors, in fact, we find the correct answers, but the
official system judge them as incorrect ones. For example, to the question
ZRE R PR IB ALY | our answer is 1970%F | while the official answer
is 1970. And in the preprocessing stage, we convert all characters in the knowl-
edge base from full-width to half-width and convert all upper case letter to
lower case, which also cause the official system to judge our correct answer as
wrong one. For example, to the question HEER R BRAE R B T Y , our
answer is B /R-AF/R T , while the official answer is IAFRAFIRET | If these
cases caused by wrong judgement and knowledge base confliction are revised,
the answer exact matching of our results will be 69.42%.

2 https:/ /radimrehurek.com /gensim /.
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5 Conclusion

In this paper, we report technique details of our approach for the NLPCC 2018
shared task knowledge-based question answering. Our system uses a word-based
maximum matching method to find entity candidates. Then, we combine editor
distance, character overlap and word2vec cosine similarity to rank SRO triples
of each entity candidate and get the object of the top 1 score SRO as the answer
of the question.

We also try to use deep learning in entity linking and question-relation match.
However, for entity linking, since the questions of test set are greatly different
from that of training set, the model can not generalize from training data to test
data. For question-relation match problem, it seems to be quite difficult to match
thousands of questions to millions of relations, even by deep learning. And the
number of relations in the training set is 4,385, however the number of that in the
knoweldge base is up to 587,576. It is impractical to train a relation match model
from such a small dataset. Even though, after replacing the provided mention2id
with the entity extension built by us and revising some errors in the knowledge
base, we also achieve good results with statistic and rule-based methods.
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