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Abstract. This paper introduces the Alibaba NLP team’s system for
NLPCC 2018 shared task of Chinese Grammatical Error Correction
(GEC). Chinese as a Second Language (CSL) learners can use this sys-
tem to correct grammatical errors in texts they wrote. We proposed a
method to combine statistical and neural models for the GEC task. This
method consists of two modules: the correction module and the com-
bination module. In the correction module, two statistical models and
one neural model generate correction candidates for each input sentence.
Those two statistical models are a rule-based model and a statistical
machine translation (SMT)-based model. The neural model is a neural
machine translation (NMT)-based model. In the combination module,
we implemented it in a hierarchical manner. We first combined models
at a lower level, which means we trained several models with different
configurations and combined them. Then we combined those two statis-
tical models and a neural model at the higher level. Our system reached
the second place on the leaderboard released by the official.
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1 Introduction

With the economy booming, China becomes more and more attractive to for-
eign businesses, students, and travelers, and learning Chinese is becoming more
and more popular. The number of CSL learners grows up rapidly, but learning
Chinese would not be easy for them, because Chinese is quite different from
other languages, especially from English. For example, in Chinese, questions are
conveyed by intonation and the subject and verb are not inverted as in English.
Nouns cannot be post-modified as in English, and adverbials usually precede
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verbs, unlike in English where complex rules govern the position of such sen-
tence elements. It has quite flexible expressions and loose structural grammar.
These traits bring a lot of trouble to CSL learners, leading to the rapid growth
of the demands for Chinese GEC.

GEC for English has been studied for many years, with many shared tasks
such as CoNLL-2013 [24] and CoNLL-2014 [23], while those kinds of studies on
Chinese are less yet. This NLPCC shared task gives researchers an opportunity
to build systems and exchange opinions, which can promote progress in this
field. Another important contribution of this shared task is that it released a
huge dataset for Chinese GEC. The details of this dataset will be described in
Sect. 3. This shared task could make the community more flourish which benefits
all CSL learners.

This paper is organized as follows: Sect. 2 describes some related works in
English as well as Chinese GEC task. Dataset will be described in Sect. 3.
Section 4 illustrates our system and explains two modules of it, including three
models. The evaluation and discussion of the combination of statistical and neu-
ral models are shown in Sect. 5. Section 6 concludes the paper and discusses the
future work.

2 Related Work

2.1 English GEC

Earlier methods for English GEC mainly use rule-based approaches [4,13] and
classifier-based models [11,25,30], which can correct limited and specific type of
errors. To address more complex errors, Machine Translation (MT) models are
proposed and developed by many researchers. Statistical Machine Translation
(SMT) has been dominant for a long time. In the work of Brockett et al. [2],
they propose an SMT GEC model.

Since 2013, the GEC shared tasks in CoNLL2013 [24] and CoNLL2014 [23]
boost this field, with a great many approaches developed. A POS-factored SMT
system is proposed [34] to correct five types of errors in the text. In the work of
Felice et al. [8], they propose a pipeline of the rule-based system and a phrase-
based SMT system augmented by a web-based language model. The word-level
Levenshtein distance between source and target is used as a translation model
feature [15] to enhance the model.

Nevertheless, Neural Machine Translation (NMT) systems have achieved sub-
stantial improvements in this field [1,29]. Inspired by this phenomenon, Sun et al.
[27] utilize the Convolutional Neural Network (CNN) for the article error correc-
tion. The Recurrent Neural Network (RNN) is also used [33] to map the sentence
from learner space to expert space.

2.2 Chinese GEC

A great number of resources including annotated corpus are available in English
GEC. However, the resource for Chinese is much less, and previous works related to
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Chinese GEC is relatively scarce. The NLPTEA CGED shared task [9,16,17,32]
boosts the Chinese Grammatical Error Diagnosis (GED) field greatly, and most
works in Chinese GEC focus on the detection of errors instead of correction.

A probabilistic first-order inductive learning algorithm [5] outperforms many
basic classifiers for error classification. In 2014, Lee et al. propose a judgment
system at sentence level [18] combining N-gram statistical features and prede-
fined rules. Several methods including CRF and SVM, together with frequency
learning from a large N-gram corpus are used to detect and correct word order-
ing errors [7]. The work of Chang et al. [6] utilizes rules manually constructed
as well as automatically generated. In the work of NTOU [19] they propose a
traditional supervised model, which extracts word N-grams and POS N-grams
as features. Rule-based methods and n-gram statistical methods are combined
[31] to get a hybrid system for the CGED shared task.

3 Dataset Description

The dataset is provided by the NLPCC 2018 GEC shared task. The training data
is collected from Lang-8 and each input sentence may have zero to k different
corrections. The test data is texts written by foreign students and carefully
corrected by professors. Both the training data and the test data are collated
into the same form.

Each instance in the training data is in the form of [so, k, C], where so is the
original sentence written by CSL learners, k denotes the number of correction
candidates written by native speakers for so, and C is the set which contains k
correction candidates as {c1, c2, ..., ck}. After thresholding invalid lines whose k is
0, and filtering 216 lines whose k > 0 but C is empty, we got 593,524 valid lines.
For each line of the data, we had two options of generating training instances. The
first choice is to only use the candidate which has the minimal edit distance from
the original sentence. In this method, for an original sentence so, we form a train-
ing instance (so, ci) where 1 < i < k and ci = arg minci EditDistance(ci, so).
We denote the training set generated by this method as ‘NLPCC MinEd’, which
contains 593,524 data pairs. Another choice is to use all the candidates in C.
For an original sentence so, we make pairs of the original sentence and each of
the candidates to form a training set as {(so, c1), (so, c2), ..., (so, ck)}. We denote
the training set generated by this method as ‘NLPCC Expand’, which contains
1,097,189 data pairs. This dataset is much larger than previous datasets released
for the Chinese GEC field.

4 System Description

Our system combined statistical models as well as neural models, including the
correction module and the hierarchical combination module. The pipeline is
shown in Fig. 1.
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Fig. 1. Pipeline of our system with two modules

4.1 Correction Module

In the correction module, we used both statistical models and neural models with
different configurations for the GEC task. The statistical models include the rule-
based GEC model and SMT-based GEC models with different configurations.
The neural models consist of several NMT-based GEC models with different
structures.

Rule-Based GEC Model. The rule-based model starts by segmenting Chinese
characters into chunks, which incorporates useful prior grammatical information
to identify possible out-of-vocabulary errors. The segments are looked up in the
dictionary built by Gigawords [10], and if a segment is out of vocabulary, it will
go through the following steps:

1. If the segment consists of two or more characters, and turns out to be in the
dictionary by permuting the characters, it will be added to the candidate list.

2. If the concatenation with a previous or next segment is in the dictionary, it
will be added to the candidate list.

3. All possible keys in the dictionary with the same or similar Pinyin (the
Romanization system for Standard Chinese) or similar strokes to the seg-
ment are generated. The generated keys for the segment itself, concatenated
with those of previous or next segments, will be added to the candidate list
of possible corrections.

After the steps, a candidate list of all possible corrections will be processed to
identify whether there might be out-of-vocabulary error and its probability using
a language model. The negative log likelihood of a size-5 sliding window suggests
whether the top-scored candidate should be a correction of the original segment.
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SMT-based GEC Model. The SMT GEC model consists of two components.
One is a language model, which assigns a probability p(e) for any target sentence
e, and the other one is a translation model, which assigns a conditional proba-
bility p(f |e). The language model is learned from a monolingual corpus of the
target language, while the parameters of the translation model are calculated
from the parallel corpus. We used the noisy channel model [3] to combine the
language model and the translation model, and incorporated beam search to
decode the result.

To explore the ability of SMT GEC models with different configurations, we
trained two SMT GEC models with different data granularity as described in
Sect. 5.1, including a char-level model Schar and a word-level model Sword. The
correction result of sentence si generated by Sm was denoted as CiSm

where
m ∈ {char, word}.

NMT-based GEC Model. We used the encoder-decoder structure [1] with the
general attention mechanism [20]. The NMT GEC model can capture complex
relationships between the original sentence and the corrected sentence in GEC.
We used a two-layer LSTM model for both encoder and decoder. To enhance the
ability of NMT GEC models, we trained four NMT GEC models with different
data pairs and configurations as described in Sect. 5.1. Those four NMT models
were denoted as Nj , where j ∈ {1, 2, 3, 4} was the model index. The correction
result of sentence si generated by Nj was denoted as CiNj

.
We used the character-based NMT because most characters in Chinese have

their own meanings, which is quite different from English characters, and the
Chinese word’s meaning often depends on the meaning of its characters. On the
other hand, the errors in original sentences can make the word-based tokenization
worse, which will introduce larger and lower quality vocabulary list.

4.2 Combination Module

We performed a hierarchical combination of the correction candidates generated
by models in the correction module. The hierarchical combination was composed
of a low-level combination and a high-level combination. The low-level combina-
tion was used within each category of models, such as combining two SMT GEC
models, combining four NMT GEC models, and so on. The high-level combina-
tion aimed to combine the candidates generated by the low-level combination,
which means that it merged statistical and neural models.

One of the most significant problems in combination is to solve conflicts.
The conflict means that when we want to merge several models, a sentence
has different candidates from two or more models. For the conflict between two
models, we designed five methods to solve the conflict, denoted as Mt where
t ∈ {0, 1, 2, 3, 4}. M0 is the simplest method to solve conflicts, which picked one
side as the prior side, and then always chose the candidate in the prior side if
conflicts occur. M1 took the union operation on editing sets of two models if
conflict occurred. Here the editing set is generated by the difference between
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the original sentence and the corresponding candidate sentence. Because the
editing set is not unique between two sentences, we chose to use the editing
set which could minimize the editing distance between two sentences. M2 took
the intersection operation on editing sets of two models if the conflict occurred.
M3 and M4 both used the language model to assess the quality of candidate
sentences. The language model was implemented by KenLM [12] to score each
of the candidates and picked up the one with the higher score. The only difference
is that M4 used the length of the sentence to normalize the score, which means
we divided the score by the length of the candidate sentence.

Low-Level Combination. For the two SMT GEC models Schar and Sword, we
used M3 to solve the conflict. For the four NMT GEC models, we first picked up
two models, because incorporating too many models would confuse the model
and provide many wrong candidates. Then we used those Mt where t ∈ {1, 2, 3, 4}
methods to solve conflicts between two models. We ranked those four models by
the score on the development dataset split from the training dataset. Then we
explored the combination of those four models with method M0, and the order
of combination is decided by the ranking order. For example, if model N3 ranked
prior to N1, it will be used as higher priority during combination, which means
that if a sentence si has different candidates in CiN3 and CiN1 , we picked up
CiN3 as the final result. Following this rule, we found that N3 combined with
N4 with M0 performed best, so we used this combination as the backbone, and
tested Mt where t ∈ {1, 2, 3, 4} on this combination. The detailed experimental
results of the combination can be found in Sect. 5.2.

High-Level Combination. After the low-level combination, for each original
sentence si, we had three candidates {CiR, CiS , CiN} generated by rule-based
model, SMT GEC model, and NMT GEC model separately. We performed high-
level combination on these candidates. If there were only two candidates which
conflicted with each other, we could still use the method described as Mt where
t ∈ {0, 1, 2, 3, 4}, but when all three candidates conflicted at the same time,
we expanded the method Mt to fit three candidates, Those operations in Mt

such as union and intersection could be easily expanded. We also designed a
protection mechanism for the high-level combination according to the degree
of agreement of three GEC models. If those three candidates of GEC models
conflicted a lot, we assumed none of them is right and protected the sentence to
keep it untouched. According to the sensitivity of the trigger of the protection
mechanism, we designed two degrees of protection denoted as P1 and P2. The
detailed experimental results of the combination can be found in Sect. 5.2.

5 Evaluation and Discussion

5.1 Experimental Settings

We randomly picked 10% of the training dataset as the development dataset, on
which we tested our models and chose the combination method according to the
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scores. Because the official scorer was not released during the contest, we used
the script written by ourselves to score the result on the development dataset.
Firstly we converted the candidate to the editing set in the form of ‘m2’, which
contains the editing steps between the original sentence and the candidate. Then
we also converted the ground truth correction sentence to the ‘m2’ form. For all
the valid editing sets we chose the one which minimized the editing distance.

For the SMT GEC model, we used different data granularities. Schar was
trained on char-level data and Sword was trained on word-level data. Because
most characters in Chinese have their own meanings, so it is reasonable to train
a char-level SMT GEC model. We simply split every char by space to get the
char-level data, and we used the Jieba [28] segmentation tool to split the word
in a sentence by space to produce the word-level data.

For the NMT GEC model, we used the pre-trained embedding in different
parts of the model. The first choice was to use it for the whole model, which forced
the model to learn a proper embedding by itself. Considering the dataset is not
large enough for the model to learn the embedding from scratch, we also tested
the pre-trained embedding used for both encoder and decoder parts. But the
embedding was trained on the Gigaword [10], which was quite different from the
sentences written by CFL learners, so we also used the pre-trained embedding
only in the decoder part. The configurations of our four different NMT GEC
models Nj , j ∈ {1, 2, 3, 4} are shown in Table 1. For the ‘Network’ column, the
‘BiLSTM’ means bi-directional LSTM [26].

5.2 Experimental Results

As described in Sect. 4.2, we used our own scorer during the contest, and used the
scorer tool released by NLPCC to assess the performance again after the contest.
It is worth to mention that the official scorer was released after the contest, so we
chose the model combination based on the unofficial scorer written by ourselves.
Because the official document released before contest used the F1 score as the
evaluation example, we calculated the F1 score in our unofficial scorer instead
of F0.5 score. According to the evaluation of the single model performance of
four NMT GEC models by our unofficial scorer, we ranked those models as
N3 > N4 > N1 > N2, which determined the order of combination of NMT GEC
models in Table 2. In Tables 2 and 3, the ‘Precision’, ‘Recall’, and ‘F0.5 (official)’
columns are calculated by the official scorer, and the ‘F1 (unofficial)’ column is
generated by our own scorer.

Table 1. Configurations of four NMT models

Model Network Embed Dataset

N1 LSTM No Pre-trained Embedding NLPCC MinEd

N2 BiLSTM Pre-trained Embedding for Encoder and Decoder NLPCC MinEd

N3 BiLSTM Pre-trained Embedding for Encoder and Decoder NLPCC Expand

N4 BiLSTM Pre-trained Embedding Only for Decoder NLPCC Expand
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According to the results shown in Table 2, we chose Schar + Sword for the
SMT GEC model, and N3 + N4 with M3 for the NMT GEC model. For a
specific sentence si, with the candidate CiR generated by the rule-based model,
the combination candidates CiS and CiN generated by the low-level combination
of SMT and NMT GEC models separately, we used the high-level combination
to generate the final result. According to Table 3, we first explored the influence
of different Mi on combining three candidates, and chose the best one to add
protection mechanism on it. Because we used the unofficial scorer during the
contest, we chose M2 as the conflict solving method and add P2 protection as
our final submission.

Table 2. Low-level Combination

Model Solve conflict Precision Recall F0.5 (official) F1 (unofficial)

Schar None 0.2096 0.0758 0.1549 0.1366

Sword None 0.2107 0.0597 0.1399 0.1090

Schar + Sword M3 0.2376 0.0928 0.1811 0.1462

N3 M0 0.362 0.0996 0.2371 0.1166

N3 + N4 M0 0.3453 0.1196 0.2507 0.1260

N3 + N4 + N1 + N2 M0 0.3187 0.1292 0.2464 0.1152

N3 + N4 M1 0.3363 0.1283 0.2540 0.1266

N3 + N4 M2 0.3433 0.1130 0.2439 0.1259

N3 + N4 M3 0.3485 0.1241 0.2559 0.1318

N3 + N4 M4 0.3493 0.1238 0.2561 0.1304

Table 3. High-level combination

Model Solve conflict Precision Recall F0.5 (official) F1 (unofficial)

R + S + N M0 0.3321 0.1714 0.2797 0.2731

R + S + N M1 0.3145 0.1969 0.2809 0.2342

R + S + N M2 0.3397 0.1664 0.2811 0.2786

R + S + N M3 0.3382 0.1782 0.2867 0.2370

R + S + N M4 0.336 0.1781 0.2854 0.2573

R + S + N M2 + P1 0.3528 0.1622 0.2856 0.2853

R + S + N M2 + P2 0.4100 0.1375 0.2936 0.3371

5.3 Case Analysis

We picked up some cases from the test dataset to illustrate the strengths and
weaknesses of models in different categories.

As shown in Table 4, different models focus on different types of errors, so it is
necessary to combine candidates generated by different models. The rule-based
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model is good at correcting errors which share similar intonation or font with
the original character, such as to (similar intonation), to
(similar font) and so on. The rule-based model can also solve a more complicated
situation defined as character-order problem in a word, for example, correct to

(change the order of characters). The SMT GEC model can also cope with
some error-writing characters if they appear frequently in the training corpus.
However, the most useful field of this model is to deal with errors which need
adding or deleting a character, such as to and so on. The NMT
GEC model is good at correcting some complex errors, which need change the
whole word with several characters, or reorder and add characters at the same
time. For example, it can correct to , and to ,
and so on, which to some extent ‘understand’ the collocation of characters.

As shown in Table 5, there still exists many limitations for those GEC models.
The rule-based model would accidentally hurt some correct words if the statisti-
cal threshold is not set properly, such as to . Although the SMT GEC

Table 4. The cases which can be corrected by our GEC models

Table 5. The cases which cannot be corrected by our GEC models
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model can deal with errors about adding or deleting a character, it sometimes
would add or delete wrong characters, such as add and delete The NMT
GEC model sometimes would direct throw away a part of the sentence if it is
too difficult to correct, as the part in the table.

6 Conclusion and Future Work

In this paper, we proposed a system for the GEC task, which combined statis-
tical and neural models. This method consisted of two modules: the correction
module and the combination module. In the correction module, two statistical
models, including a rule-based model and an SMT GEC model, and an NMT
GEC model generated correction candidates for each input sentence. In the com-
bination module, we implemented it in a hierarchical manner. In the low-level
combination, we combined models with different configurations within the same
category. Then, in the high-level combination, we combined candidates of two
statistical models and the neural model generated in the low-level combination.
Our system reached the second place on the leaderboard released by the official.

In the future, we will further explore the strengths as well as limitations of
three GEC models and combination methods in our system. We will focus on
improving the ‘Recall’ metric of our system.
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