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Abstract. Recently sequence-to-sequence (Seq2Seq) model and its variants are
widely used in multiple summarization tasks e.g., sentence compression,
headline generation, single document summarization, and have achieved sig-
nificant performance. However, most of the existing models for abstractive
summarization suffer from some undesirable shortcomings such as generating
inaccurate contents or insufficient summary. To alleviate the problem, we pro-
pose a novel approach to improve the summary’s informativeness by explicitly
incorporating topical keywords information from the original document into a
pointer-generator network via a new attention mechanism so that a topic-
oriented summary can be generated in a context-aware manner with guidance.
Preliminary experimental results on the NLPCC 2018 Chinese document sum-
marization benchmark dataset have demonstrated the effectiveness and superi-
ority of our approach. We have achieved significant performance close to that of
the best performing system in all the participating systems.
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1 Introduction

Automatic summarization aims to simplify the long text into a concise and fluent
version while conveying the most important information. It can be roughly divided into
two types: extraction and abstraction. Extractive methods usually extract important
sentences from the original document to generate the summary. However, abstractive
methods often need to understand the main content of the original document first and
then reorganize even generate the new summary content with natural language gen-
eration (NLG). Compared with extractive methods, abstractive methods are more
difficult but are closer to human summarization manner.

Recently, the development of deep neural network makes abstractive summariza-
tion viable among which attention-based sequence-to-sequence (Seq2Seq) models have
increasingly became the benchmark model for abstractive summarization task (Hou
et al. 2018a). Seq2Seq models have encoder-decoder architecture with recurrent neural
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network (RNN) configuration. The attention mechanism is recently added to generate
more focused summary by referencing salient original context when decoding.

However, the existing models usually face two shortcomings: one is the content
inaccuracy and repetition mainly caused by out-of-vocabulary (OOV) words (See et al.
2017), and another is that the existing attention mechanism does not consider topic
information of the original document explicitly which may lead to insufficient
decoding.

In this work, we propose a novel approach to improve the summary’s informa-
tiveness by explicitly incorporating topical keywords information from the original
document into a pointer-generator network via a new attention mechanism so that a
topic-oriented summary can be generated in a context-aware manner with guidance.
Specifically, we first adopt a pointer-generator network proposed by See et al. (2017) to
improve accuracy of the generated content and alleviate the problem of OOV words.
Meanwhile, the coverage mechanism is used to solve content duplication problem.
Second, we put topical keywords extracted from the original document into the
attention mechanism and incorporate it into the pointer-generator network so that
decoder will pay more attention to topic information to better guide the generation of
informative summary. In general, our contributions are as follows:

• We adopt a pointer-generator network model to alleviate the problems of inaccurate
detail description caused by OOV words (Sect. 3.2).

• We encode topical keywords extracted from the original document into the attention
mechanism and incorporate it into the pointer-generator network to enhance the
generated summary’s topic coverage (Sect. 3.3).

• We applied our proposed method to the Chinese document summarization bench-
mark dataset provided by NLPCC 2018 shared task3 and ranked the third among all
the participating systems (Sect. 4).

2 Related Work

Automatic summarization has always been a classic and hot topic in the field of natural
language processing (NLP). Significant progress has been made recently from tradi-
tional extractive summarization to more abstractive summarization (Yao et al. 2017).

Earlier research in the last decade is dominated by extractive methods. Extractive
methods first score each sentence in the original document. Unsupervised sentence
scoring approaches mostly rely on frequency, centrality and probabilistic topic models.
Sentence classification, sentence regression and sequence labeling are the supervised
approaches commonly used to evaluate the importance of sentences. Having predicted
sentences importance score, the next step is to select sentences according to their
information richness, redundancy and some constraint rules (such as total summary
length, etc.). The popular approaches for sentence selection include maximum marginal
relevance (MMR), integer linear programming (ILP) and submodular function maxi-
mization. Recently, it has been shown effective to use neural network to directly predict
the relative importance of a sentence given a set of selected sentences, under the
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consideration of importance and redundancy simultaneously (Cao et al. 2017; Narayan
et al. 2018).

Although extractive methods have the advantage of preserve the original infor-
mation more complete, especially ensuring the fluency of each sentence, one of the
problems is that they suffer from the secondary or redundant information. More
importantly, there is often a lack of coherence between adjacent sentences in an
extractive summary. With the rapid development of deep learning technology in recent
years, abstractive summarization has gradually become the current research focus.

RNN-based encoder-decoder structure is proposed by Bahdanau et al. (2014) and
used in machine translation successfully. Subsequently, this structure has also been
successfully applied to other fields of NLP, including but not limited to syntactic
parsing (Vinyals and Le 2015), text summarization (Rush et al. 2015) and dialogue
systems (Serban et al. 2016). Rush et al. (2015) first introduce the encoder-decoder
structure and the attention mechanism into summarization task and achieve good
results on DUC-2004 and Gigawords datasets. Later Nallapati et al. (2016) extend their
work and combine additional features to the model, which get better results than Rush
on DUC-2004 and Gigawords datasets. The graph-based attention mechanism is pro-
posed by Tan and Wan (2017) to improve the adaptability of the model to sentence
saliency. Paulus et al. (2017) combine supervised learning with reinforcement learning
while training, and their work not only keeps the readability but also ensures the
flexibility of summary. For latent structure modeling, Li et al. (2017) add historical
dependencies on the latent variables of Variational Autoencoder (VAEs) and propose a
deep recurrent generative decoder (DRGD) to distill the complex latent structures
implied in the target summaries. Nallapati et al. (2016); Gu et al. (2016); Zeng et al.
(2016), See et al. (2017) and Paulus et al. (2017) use copy mechanism to solve the
problem of OOV words in the decoding phase. Moreover, See et al. (2017) propose a
coverage mechanism to alleviate words repetition. In a recent work, Wang et al. (2018)
incorporate topic information into the convolutional sequence-to-sequence (ConvS2S)
model.

3 Model

3.1 Attention-Based Seq2Seq Model

Attention-based Seq2Seq model is first used for machine translation tasks. It is also
used to generate abstractive summary due to the resemblance between abstractive
summarization and machine translation. Attention-based Seq2Seq model mainly con-
sists of three parts: encoder, decoder and the attention mechanism connecting them.

In the encoding phase, the word embedding sequences of the original document are
fed into a single bidirectional LSTM to get the encoder hidden states sequence
h ¼ h1; h2; . . .; hnf g. At each decoding time step, a single unidirectional LSTM reads
the previous word embedding to obtain the decoder hidden state st, which is used for
the output prediction of the current time step. The hidden states of encoder and decoder
pass through a linear layer and a softmax function to get the attention distribution at.
The attention distribution corresponds to a probability distribution of each word in the
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original document, that tells which words are more important in the current prediction
process. It is calculated as follows:

eti ¼ vT tan h Whhi þWsst þ battnð Þ ð1Þ
at ¼ softmax etð Þ ð2Þ

Where vT , Wh, Ws and battn are learnable parameters. Once at has been computed, it
is used to produce a weighted sum of the encoder hidden states, which is a dynamic
representation of the original document called the context vector h�t :

h�t ¼
X

i
atihi ð3Þ

Finally, the decoder hidden state st and the context vector h�t pass through two
linear layer and a softmax function to produce the vocabulary distribution Pvocab of the
current time step. The concrete formulas are as follows:

Pvocab ¼ softmax V 0 V st; h
�
t

� �þ b
� �þ b0

� � ð4Þ

P wð Þ ¼ Pvocab wð Þ ð5Þ

Where V 0, V , b and b0 are learnable parameters. P wð Þ represents the probability of
the current prediction for word w. Loss function of the model uses negative log
likelihood:

loss ¼ 1
T

XT

t¼0
�log P w�

t

� �� � ð6Þ

Where w�
t is the target word for the current time step, and T is the total length of the

target summary.

3.2 Pointer-Generator Network

The pointer-generator network proposed by See et al. (2017) is a hybrid model com-
bining both an attention-based Seq2Seq model and a pointer network. It allows the
model to generate new words from a fixed vocabulary or copy words from the original
document. Therefore, for each original document, it will add the words in it to the fixed
vocabulary and get the extended vocabulary. Furthermore, they also adopt the coverage
mechanism to solve repetition problem.

The context vector h�t , the decoder hidden state st and the decoder input xt pass
through a linear layer and a sigmoid function to produce the generation probability
Pgen, which indicates the probability to generate a new word from the fixed vocabulary:

Pgen ¼ r wT
h�h

�
t þwT

s st þwT
x xt þ bptr

� � ð7Þ
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Where wh� , ws, wx and bptr are learnable parameters. Pgen is used to produce a
weighted sum of the vocabulary distribution Pvocab (referring to formula 4) and the
attention distribution at (referring to formula 2):

P wð Þ ¼ pgenPvocab wð Þþ 1� pgen
� �X

i:wi
ati ð8Þ

The coverage mechanism is introduced into the pointer-generator network to
alleviate repetition problem. It maintains a coverage vector ct (i.e., the sum of attention
distributions), which records the coverage degree of those words which have received
from the attention mechanism so far. The coverage vector in turn affects the attention
distribution for the current time step. The coverage mechanism also calculates addi-
tional coverage loss to punish repeated attention. The whole computation process is
implemented as follows:

ct ¼
Xt�1

t0¼0
at

0 ð9Þ

eti ¼ vT tanh Whhi þWsst þWccti þ battn
� � ð10Þ

covlosst ¼
X

i
min ati; c

t
i

� � ð11Þ

loss ¼ 1
T

XT

t¼0
�logP w�

t

� �þ k
X

i
covlosst

h i
ð12Þ

Where Wc is a new learnable parameter and k represent the weight of the coverage
loss.

3.3 Keywords Attention Mechanism

Recent studies show that the traditional attention mechanism only considers the rela-
tionship between the current target word and the original document, so it fails to grasp
the main gist of the original document and leads to insufficient information (Lin et al.
2018). Imagine that when people write a summary, they usually have a clear under-
standing of the topic content, and the summary they write is often centered around
topic. Therefore, we propose to adopt topical keywords as the guidance information for
the original document and encode them into the attention mechanism to generate
summary with better topic coverage.

In this work, TextRank (Mihalcea 2004) algorithm is used to extract topical key-
words. We extract d topical keywords from the original documents and get their word
embeddings k ¼ k1; k2; . . .; kdf g. As shown in Fig. 1, we calculate the sum of word
embeddings for d keywords and use it as a part of input for the attention distribution.

t ¼
Xd

i¼1
ki ð13Þ
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eti ¼ vT tanh Whhi þWsst þWcc
t
i þWttþ battn

� � ð14Þ

Where Wt is a new learnable parameter. We change Eqs. (10) to (14).

4 Experiments

4.1 Dataset

We conduct experiments on the open-available dataset provided by NLPCC 2018
shared task3, which is a Chinese document summarization task. The training set
contains 50000 document-summary pairs, the validation set contains 2000 document-
summary pairs, and the testing set contains 2000 documents without corresponding
golden-standard summaries. We compute the length (i.e., the number of words after
segmentation using jieba1 toolkit) of the original documents and the standard sum-
maries whose statistics are shown in Table 1.

4.2 Evaluation

In this work, we use ROUGE2 toolkit for evaluation. ROUGE is widely used in the
summarization research community for content evaluation, which often calculates the
recall rate of N-grams or words between the machine-generated summary and the

…
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Fig. 1. Pointer-generator model with expanded keywords attention

1 https://pypi.python.org/pypi/jieba/
2 https://github.com/andersjo/pyrouge/tree/master/tools/ROUGE-1.5.5
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golden-standard human summary (Chin 2004). Character-based ROUGE-F score is
used as evaluation metric in this work. We conduct evaluation on both the validation
set and the testing set due to the lack of golden-standard summaries on the testing set.
For the validation set, we calculate and report ROUGE-1, ROUGE-2 and ROUGE-L
scores respectively. For the testing set, we present results provided by the NLPCC 2018
official organizer and the results represent the average score of multiple ROUGE
metrics including ROUGE-1, ROUGE-2, ROUGE-3, ROUGE-4, ROUGE-L, ROUGE-
W-1.2 and ROUGE-SU4.

4.3 Implementation

In our experiments, we first convert all the datasets into plain texts and use jieba toolkit
to conduct word segmentation on both news articles and corresponding summaries.
Then, we use TextRank4ZH toolkit3 to extract keywords from each news articles with
the number of keywords set to 8. Furthermore, we use a vocabulary of 50 k words for
both original documents and target summaries.

Unlike previous work proposed by Hou et al. (2018b), we do not pretrain the word
embeddings in advance and all are learned from scratch during training, and the
dimension of the word embeddings is set to 128. In our proposed approach, the encoder
is a bidirectional LSTM and the decoder is a unidirectional LSTM with both the hidden
layer dimension set to 256. And we set the maximum encoding length (i.e., the
maximum length of the input sequence) to 1000, and the decoding length (i.e., the
output sequence length) is adjusted from 8 to 40. Our model is trained by Adagrad
(Kingma et al. 2014) with learning rate of 0.15 and initial accumulator value of 0.1. We
implement all our experiments with Tensorflow on an NVIDIA TITAN XP GPU and
the batch size is set to 16.

During the training phase, the initial loss value is 10, and then it drops to 7 after the
first 300 times of training, and further drops to 3.5 after 15000 times of training.
Finally, with the increase of training time, the loss value gradually becomes stable and
converges to 3. When the loss value of the model is stable on the training set, the
parameters learned from training phase are used for validation. During the testing
phase, we use beam search to get the target summary and set beam size to 6.

Table 1. The statistics of the NLPCC 2018 document summarization benchmark dataset.

Length Training set Validation set Testing set
Document Summary Document Summary Document Summary

Min 32 6 35 8 7 –

Max 13186 85 8871 44 7596 –

Average 579.4 25.9 579.9 25.8 426.2 –

3 https://github.com/letiantian/TextRank4ZH

470 X. Jiang et al.

https://github.com/letiantian/TextRank4ZH


4.4 Experimental Results and Analysis

The experimental results are shown in Tables 2 and 3. We choose the pointer-generator
network model as the baseline, and we also compare with other representative state-of-
the-art extractive and abstractive summarization approaches.

TextRank. This approach adopts the open-source TextRank4zh toolkit to extract the
most important sentences with highest informatives scores from the original news
article to generate the target summary.

Table 2. Comparison results on the NLPCC 2018 validation dataset using F-measure of
ROUGE

Models R-1 R-2 R-L

TextRank 35.78 23.58 29.60
Pointer-Generator 43.44 29.46 37.66
Pointer-Generator (character) 38.01 24.43 32.32
TextRank + Pointer-Generator 42.79 28.93 37.33
Our Model 44.60 30.46 38.83

Table 3. Examples of the generated summaries set of our approach and the pointer-generator
baseline. Here bold denotes richer information generated by our model.
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Pointer-Generator. This model has been described in Sect. 3.2.

TextRank + Pointer-Generator. Inspired by the work of Tan et al. (2017), we
combine the TextRank approach with the pointer-generator model to generate the
summary. First, we obtain an 800 words summary extracted by TextRank (Mihalcea
2004). Then, the summary is used as the input of the pointer generator network to
generate the final summary.

Pointer-Generator (character). Basically, there are two typical approaches to pre-
process Chinese document: character-based and word-based (Wang et al. 2018). In this
work, we adopt the word-based approach as we believe that words are more relevant to
latent topic of document than characters. Since the official evaluation metrics are
Character-based ROUGE F score, we also evaluate pointer-generator network using
character-based approach to obtain a comprehensive comparison.

Our Model. The hybrid method combining keywords attention and pointer-generator
network introduced in Sect. 3.3.

According to the results shown in Table 2, we can find that our proposed approach
outperforms all other methods on ROUGE-1, ROUGE-2 and ROUGE-L. The key-
words attention-based pointer-generator network model exceeds the basic pointer-
generator network significantly. In addition, word-based approach achieves higher
ROUGE performance than character-based approach, and abstractive methods always
achieve higher ROUGE performance than TextRank. Furthermore, the method directly
Combining TextRank with pointer-generator does not achieve obviously better results.

Table 3 gives two running cases from which it can be observed that our keywords
attention-based pointer-generator network model produces more coherent, diverse, and
informative summary than the basic pointer-generator network approach.

The testing results are shown in Table 4. The scores are the average of ROUGE-1,
ROUGE-2, ROUGE-3, ROUGE-4, ROUGE-L, ROUGE-SU4 and ROUGE-W1.2
provided by official organizer. Our team ranked the third among all the participating
teams, which is 0.11 points slightly below than the first.

Table 4. Official evaluation results for the formal runs of top-10 participating teams

Team The average score of ROUGE-1, 2, 3, 4, L, SU4, W-1.2

WILWAL 0.29380
Summary++ 0.28533
CCNU_NLP (Our Team) 0.28279
Freefolk 0.28149
Kakami 0.27832
Casia-S 0.27395
Felicity_Dream_Team 0.27211
dont lie 0.27078
CQUT_301_1 0.25998
lll_go 0.25611
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5 Conclusion

In this work, we propose a novel abstractive summarization approach which incor-
porates topical keywords information from the original document into a pointer-
generator network via a new attention mechanism. The experimental results show that
our proposed approach can reduce wording inaccuracy while improve the summary’s
informativeness. In the future, we will conduct more experiments on other larger-scale
datasets like CNN/Daily Mail to verify the effectiveness of our method. Besides, we
will also try more advanced keyword extraction algorithm to discover and embed
topical keywords information more effectively.
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