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Abstract. In this paper, we give an overview of multi-turn human-
computer conversations at NLPCC 2018 shared task. This task con-
sists of two sub-tasks: conversation generation and retrieval with given
context. Data-sets for both training and testing are collected from
Weibo, where there are 5 million conversation sessions for training and
40,000 non-overlapping conversation sessions for evaluating. Details of
the shared task, evaluation metric, and submitted models will be given
successively.
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1 Task Background

Building multi-turn conversation system in open-domain is a research hotpot
in academia and draws mounting attention in the industry. In earlier years,
researchers mainly design rule-based or template-based systems for task-oriented
conversation. With the access to myriad conversation data, it is prompting to
develop conversation systems for open-domain. Existing open-domain conversa-
tion systems in recent few years can be roughly summarized as two categories:
retrieval-based models and generation-based approaches.

Most conversation generation approaches are based upon the sequence to
sequence framework [1]. For example, Vinyals and Le propose to utilize such
a sequence to sequence model for addressing the issue of conversation genera-
tion [2]. However, the simple sequence to sequence model can not adequately
model context information in conversations. With limited context information,
improper or even unrelated output will be yielded by conversation systems. To
address the obstacle of “out of context”, context-sensitive conversation gen-
eration approach was proposed [3,4]. Serban et al. [5,6] further propose to
model conversation context as a hierarchical structure to avoid data sparsity.
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Besides, specific information in context are extracted such as topic [7], diver-
sity [8,9], and persona [10], for generating conversations.

For retrieval-based conversation systems, it can be constructed as a sequence
matching problem by computing the matching degree of candidate responses and
user-issued query. Yan et al. [11] treat responses retrieval as a ranking problem
through incorporating multi-dimension ranking evidences, where conversation
context in a continuous session in multi-turns is also captured. To better extract
matching information from conversation context, the sequential matching net-
work is designed and achieves the state-of-art performance [12].

Although substantial progress of multi-turn human-computer conversation
has been achieved by either retrieval-based or generation-based systems, there
are still room for improvement. Herein the NLPCC 2018 shared task 5 is designed
for putting Chinese multi-turn conversation forward. This task consists of two
sub-tasks: conversation generation and response retrieval. There are 10 teams
targeting at conversation generation and 5 teams for response retrieval.

2 Task Description

2.1 Task Formulation

The multi-turn conversation generation task is formulated as follows: given the
previous n−2 sentences in an continuous conversation session X = (x1 , ..., xn−2)
as context and the (n− 1)-th sentence xn−1 as query, the goal is to generate the
response xn. Table 1 gives two conversation sessions used for generation.

Table 1. Two conversation sessions used for generation.

For the sub-task of response retrieval in multi-turn conversations, it can be
defined as follows: given the context X = (x1 , ..., xn−2) and query xn−1, the
proper response xn will be retrieved from 10 response candidates {c1, c2, ..., c10}.
As illustrated in Table 2, c4 is the right answer for the given query and will be
selected.
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Table 2. An example of response retrieval.

2.2 Datasets

The datasets employed in this task are collected from Sina Weibo, which con-
tain training set and testing set. We clean the datasets by removing emojis and
repeated utterances. For conversation generation, there are 5,000,000 conversa-
tion sessions in the training set and extra 40,000 conversation sessions in the
testing set. Each session contains at least 3 sentences. As for response retrieval,
there are 5,000,000 conversation sessions for training and non-overlap 10,000 ses-
sions for testing. Participants are asked to submit at least one system for either
one of the sub-tasks or both.

2.3 Evaluation Metric

It is still challenging for evaluating the results of conversation generation.
Although automatic evaluation is not aligned with user experience, we still use
BLEU score [13] as the evaluation metric for conversation generation insomuch
as human evaluation is not affordable for this task. For the sub-task of response
retrieval, we use precision of selected candidates as the evaluation metric.

3 Results Statistics

Ultimately, 10 teams submitted their results for the sub-task of conversation gen-
eration and 5 teams participated in the response retrieval. As shown in Table 3,
the best result for conversation generation is yielded by the system Yiwise-DS,
i.e. 16.58. It can be seen that other five systems also achieve presentable results,
e.g. G930, Lmll, BD-chatbot. Table 4 shows the evaluation results of response
retrieval. The best performance is generated by ECNU and Wyl-buaa achieves
a comparable results while other systems have a large space for improvement.
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Table 3. Results for conversation generation.

Submitted systems Score

DialogMind 5.24

BLCU-NLP 0.19

Yiwise-DS 16.58

Jiaoyanqiaowuwang 1.54

Laiye-rocket 12.05

G930 12.85

BD-chatbot 15.51

Phantomgrapes 11.51

Lmll 12.98

ECNU 0.91

Table 4. Results for response retrieval.

Submitted systems Precision

BLCU-NLP 10.54

Yiwise-DS 26.68

Laiye-rocket 18.13

Wyl-buaa 59.03

ECNU 62.61

4 Representative Systems

In this part, we give a brief analysis of 4 representative systems in NLPCC
2018 shared task 5, where there are 2 systems for conversation generation and
response retrieval respectively.

For conversation generation, G930 re-implements the VHRED model [6] or
part of KgCVAE [9] on the Weibo Dataset released by NLPCC 2018. The
VHRED model utilizes the latent variable for addressing the wording novelty
issue of RNNs. The hierarchical encoder of VHRED can effectively take con-
versation context into account and thus yields relatively good responses. The
Lmll model augments HERD [5] with keywords and an attention mechanism for
addressing the issue of topic irrelevance in generated responses.

For response retrieval, Wyl-buaa presents a novel RCMN model for address-
ing the relationship between utterances in context through utilizing the self-
matching information in context. To obtain the relevance between response and
each utterances in both word-level and sentence-level, the Sequential Matching
Network (SMN) [12] is used. The SMN and the RCMN are further combined as
an ensemble model and achieve rank second in the shared task of NLPCC 2018.
ECNU presents a framework that combines NLP features, SMN, and memory-
based matching network (MBMN) for addressing the issue of response selection.
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Specifically, the MBMN is designed for learning global context information and
important long-distance dependence on the query, while SMN is utilized for mod-
eling sequential relationships of contexts. Inspired by the performance improve-
ment yielded by NLP features, three features are designed in this system. The
overall combination of the three parts achieves rank 1st in all teams.

5 Conclusion

In this paper, we present the details of NLPCC 2018 shared task 5, including task
formulation, datasets, evaluation metrics, results of submitted systems, and rep-
resentative systems. This task investigates the performance of various systems on
Chinese multi-turn conversations. We release a large corpus which contains more
than 5 million multi-turn conversation sessions. There are 10 teams targeting at
conversation generation and 5 teams at retrieval. As presented, there is still
a long way for both multi-turn conversation generation and response retrieval
models. It is expected that there are more and more researchers focusing on
multi-turn conversation and moving the state-of-art forward.
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