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Abstract. Most of question-answer pairs in question answering task
are generated manually, which is inefficient and expensive. However, the
existing work on automatic question generation is not good enough to
replace manual annotation. This paper presents a system to generate
questions from a knowledge base in Chinese. The contribution of our
work contains two parts. First we offer a neural generation approach
using long short term memory (LSTM). Second, we design a new format
of input sequence for the system, which promotes the performance of the
model. On the evaluation of KBQG of NLPCC 2018 Shared Task 7, our
system achieved 73.73 BLEU, and took the first place in the evaluation.
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1 Introduction

Question answering (QA) is a practical and challenging problem of artificial
intelligence (AI). QA contains several tasks, like text based QA, knowledge based
QA and table based QA. To train a QA system, it is important to get labeled
data with high quality. The performance of a QA system is highly depend on
the quality of the training QA pairs. However, most of labeled QA pairs, such
as [2,15], are labeled manually, which is inefficient and expensive. Because of
that, size of the training sets are limited.

Automatic question generation has already been a challenge task for expand-
ing size of data for QA systems. Zhou et al. [18] worked on generating ques-
tions from raw text, which has rich information. However, structured knowl-
edge contains less text information, which make it harder to generate questions
from them. Although there are some work on question generation with multi-
ple facts [4], questions that only contain one fact are much more common than
those with several facts. Therefore, we work on generating questions with only
one fact.

Most of previous works, like Rus et al. [12], are based on hand-crafted rules.
However, designing a well-defined rules takes much human effort, and it per-
forms terrible on new situations, which means the rules need to be updated
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frequently. Besides, limited to the form of templates, the questions generated by
those methods are lack of diversity.

There are also some previous works based on seq2seq model [3], which is
widely used by machine translation [6,10], summarization [7,11] and dialog gen-
eration [14,17]. Serban et al. [13] works on the SimpleQuestions [2] dataset
in English, and release an English question generation dataset based on Sim-
pleQuestions. Liu et al. [9] works on generating Chinese questions by using a
template-based manner, but the generated questions is still different from those
asked by human. As we can see from Fig. 1, conjunctions and question words in
the output of T-seq2seq are generated improperly.

In this paper, we propose a new system to generate questions from a Chinese
structured knowledge base. In NLPCC 2018 Shared Task 7, our system won the
first place on the KBQG subtask. Our contributions contain three parts: (1) we
improve the seq2seq model, which performs better on question generation task;
(2) our system has different input with the previous work, which helps the model
to generate questions with proper conjunction words; and (3) we evaluate our
model by comparing with other different models, and show the contribution of
each part in our model.

Fig. 1. The questions generated by Template-based seq2seq learning (T-seq2seq) [9]
and our system. The questions our model generated are more similar to those asked
by human. The differences of generation are shown in black.

2 Task Description

A KB, or knowledge base, is a structured database, which contains some entities
and the relationships between those entities. Each relationship connects two
entities. For example, Phoenix Mountain and Shanxi Province are connected by
the relation location, which means that Phoenix Mountain is located in Shanxi
Province. Those two entities with a relationship formed a triple of KB.

Given a triple I = (subject, relationship, object), and the goal of our system
is to generate a question q = {c1, c2, ..., cn}, which can be answered based on the
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given triple. Besides, to use those generated question to train the QA model, we
hope the generation is similar with those asked by human.

The performance of the system is evaluated by comparing the questions asked
by human and machine.

3 Structure of Question Generation Model

In this section, we introduce the structure of our generation model. Our model
is based on seq2seq model, which is an universal neural model on generating
sequences. The model can be divided into an encoder of input triple, and a
question decoder.

3.1 Construction of Input Sequence

In each triple I, we have subject, relationship and object. As we know, for most
cases, subject and relationship should be shown in the generation. Although
object would not be shown directly in the question, it is also important for the
system to understand the target of the question. Therefore, the answer object
is converted into some special tokens, which are shown on Fig. 2. <date> repre-
sents all phrases of dates, and <time> represents the specific time. For example,
in the input sequence, “1 1 12:00” (12:00, Jan.1) will be replaced by “<date>
<time>”. <number> represents a number is replaced here. Name of books are
convert to <book>. <sp name> represents all other phrases in western char-
acters, numbers and some symbols, which are widely used of name of products
and some foreign people. It is easy to find out those phrases by using patterns.
When generating input sequence, we convert those phrases into special tokens,
and the sequence is named as token seq.

Fig. 2. Some examples of special tokens used in our system.

However, it is hard to find Chinese name by using patterns, but it is important
for the system to recognize those name. Therefore, we use HanLP toolkit1, a
framework that provides some core processing tools, to find names of people in
Chinese. In HanLP, names can be found by role tagging [16]. After converting the

1 https://github.com/hankcs/HanLP.

https://github.com/hankcs/HanLP
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input sequence to token seq, we replace words in the object of triple, excluding
some conjunctions and adjectives, to their POS tags. The new sequence is called
token pos seq.

For subjects of triples are used to replace <ent> token of the output sequence,
they are not part of the input sequences. Besides, a special token <is> is inserted
to split the relationship and the object. Examples of the input sequences are
shown in Fig. 3. In Fig. 3, “nr” represents the token is name of a person, and
all POS tags which start with “v” represent verbs, and those start with “q”
represent quality words.

Fig. 3. Some examples of input sequence.

3.2 Encoder

Given a input sequence X = {x1, x2, ..., xn}, where n is the length of input
sequence, and suppose we have a vocabulary V , which contains characters
and tokens. Each xi ∈ R

|m| is a one-hot vector, which represents a token in
the vocabulary. The encoder converts those tokens first into their embeddings
{e1, e2, ..., en}, by looking up the embedding matrix E ∈ R

|V |×m, where m is the
size of embedding. Then, we use a 3-layer LSTM network to encode the input
sequence x. The structure of each LSTM layer is:

ft = σ(Wf · [ht−1, et] + bf ) (1)

it = σ(Wi · [ht−1, et] + bi) (2)

C̃t = tanh(WC · [ht−1, et] + bC) (3)

Ct = ft ∗ Ct−1 + it ∗ C̃t (4)

ot = σ(Wo · [ht−1, et] + bo) (5)

ht = ot ∗ tanh(Ct) (6)

In Eqs.(1–6), ht is the hidden state of the LSTM layer at time t, and et, ot ∈ Rn

are input and output of each layer at step t. Wf , bf ,Wi, bi,WC , bC ,Wo, bo are
trainable parameters.
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3.3 Decoder

The structure of the decoder is shown in Fig. 4. Our decoder is a neural network
that models the conditional probability p(y|H), while H = {h1, h2, ..., hn} is
the hidden states of encoder. We use an LSTM network with attention and
CopyNet [5] as our decoder.

Fig. 4. Structure of the decoder. Hidden states of the encoder are used in decoding.

We have a vocabulary list V , which is same as the vocabulary for encoder,
and use <UNK> to represent the OOV (out-of-vocabulary) word. Since there
are some words that not contained in V are useful, words in the input sequence
X are also included in generation candidates, which makes CopyNet to output
some OOV words. To read the states from encoders, we build a memory matrix
M , which is initialized by {h1, h2, ..., hn}, and will be updated while decoding.
For each step t, we can get the probability of generating any target word yt as,

p(yt|st, yt−1, ct,M) = p(yt,g|st, yt−1, ct,M) + p(yt, c|st, yt−1, ct,M) (7)

where g represents the generate-mode, and c represents the copy-mode. The two
probability are calculated by

p(yt,g|·) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1
Z

eψg(yt), yt ∈ V

0, yt ∈ X ∩ V

1
Z

eψg(<UNK>) yt /∈ X ∪ V

; (8)

p(yt, c|·) =

⎧
⎨

⎩

1
Z

∑

j:xj=yt

eψc(yt), yt ∈ X

0 yt /∈ X
. (9)
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In Eqs. (8–9), ψg and ψc are score functions for two modes, while Z is the nor-
malization term shared by both two probabilities. The score of copy-mode is

ψc(yt) = tanh(hT
j Wc)st, xj ∈ X. (10)

In Eq. (10), hidden states in M are used to represent the input sequence. Location
of each token in the sequence is important for copying. ψg is similar with the
scorer function in the basic seq2seq model. It is based on a 3-layer LSTM network
with attention. Input of the first LSTM layer is embedding of the former output
word. Attention of our model is inspired by [10], which gets a great improvement
to seq2seq models. That is,

ψg(yt) = vT
i Ws tanh(Wt[st, at]) (11)

In Eq. (11), vi is the one-hot indicator vector for vi, and st is the t-th hidden
state of the decoder LSTM network. at is the attention vector calculated by
hidden states:

at =
n∑

i=1

αtihi (12)

while αti is the normalization weight calculated by:

αti =
eg(st,hi)

∑n
j=1 eg(st,hj)

, (13)

where g(st, hj) represents the relevance between the hidden state for decoder
and encoder. In our model, the relevance score is measured by

g(st, hj) = sT
t hj . (14)

The input yt−1 of decoder is different with the original seq2seq network. It
is represent as [e(yt−1); ζ(yt−1)]T , where e(yt−1) is the word embedding of yt−1,
and ζ(yt−1) is the weighted sum of M , i.e.

ζ(yt−1) =
n∑

τ=1

ρtτhτ , (15)

ρtτ =

⎧
⎨

⎩

1
K

p(xτ , c|st−1,M), xτ = yt−1

0, otherwise
. (16)

In (16), K is the normalization term.
To avoid the improper topic words generated by seq2seq model, we use a

template-based method. That is, the system is set to generate questions by
replacing the subject entity to a <ent> token. Then, to get the complete ques-
tion, we convert <ent> back to the subject. Subject entities in all training data
and test golds are also replaced to <ent>, and those cases without <ent> are
not be used to train the model.
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3.4 Train

Seq2seq model with CopyNet and attention is an end-to-end model, which can
be trained using back-propagation. We train the model in batches. The objective
of training is to minimize the Cross-Entropy (CE) loss:

L = −
n∑

i=1

log p(yans
i ), (17)

where yans
i is the i-th word of the answer. The model can be learned to improve

both generate-mode and copy-mode. If the target token can be found in source
sequence, the copy-mode is contributed to the model and can be trained, while
the copy-mode is discouraged when the token is not in the input.

4 Evaluation

In this section, we first introduce the dataset we use. Then we show the settings
of our model. After that, we compare our system with other systems.

4.1 Dataset and Evaluation Metrics

We take our evaluation on the dataset released by knowledge based question
generation (KBQG) subtask of NLPCC 2018 Shared Task 7. There are 24,479
answer-question pairs in the training set, and 357 answer-question pairs in the
test set. The evaluation of shared task is based on BLEU-4 score with case
insensitive. All the questions are generated by human. In the train set, each case
has one question. And in the test set, each case is corresponded to three answers.
For each case, the BLEU score is determined by the most similar answer with
the output of model.

4.2 Settings of the System

The preprocessing on input sequence of our system is described in Sect. 3.1.
The input sequences are split by Chinese character, punctuations and special
tokens after preprocessing. All the embeddings of tokens are 200-dimensional
vectors pre-trained on Chinese Wikipedia documents by word2vec, and all of
the vectors are trainable. Encoder and decoder share the same embedding and
vocabulary. Based on the training set, we build a vocabulary with 15,435 words,
containing special tokens. We use Adam optimizer [8] for optimization, with
1e-3 as the initial learning rate. The batch size of the training stage is 32. All
the implementations of our system is based on TensorFlow framework [1]. To
evaluate the system during training, we extract the training set to a training set
with 20,000 pairs randomly, and rest of the pairs into a validation set. All these
configurations are based on the performance of our validation set.

We offer four systems to solve the result. Three of them are single models
with different input sequences. One of them is character-by-character raw input,
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and the other two have token seq and token pos seq as their input respectively.
There is also an ensemble model, whose result is constructed by three sub-
models using token seq as input sequence, and another three sub-models using
token pos seq. Two of them are submitted to the competition, their name are
shown in Table 1. All these sub-models are trained separately, and on test cases,
the p(yt|·) is calculated by:

p(yt|·) =
6∑

i=1

1
Z

pi(pt|·), (18)

while Z is the normalization term of all sub-models.

4.3 Result

The BLEU-4 of the systems is shown in Table 1. To show the contribution of each
part of our system, we offer three system whose settings are different with our sys-
tem. Our ensemble system and single system are all much better than other sys-
tems of the task. Compared with raw input, the special designed input sequences
lead to 4 BLEU of improvement. The ensemble model combines the advantage
of different input sequences and stochastic learning of each sub-models.

Table 1. Comparison between other systems in KBQG task.

System name BLEU-4

AQG, SWU 49.79

AQG-PAC greedy relation predict, SWU 51.46

AQD-PAC soft relation predict, SWU 51.62

AQG-question sentence relation predict, SWU 53.32

CCNU-319 59.82

LPAI, Soochow Univ 63.67

unique AI group, CCNU 64.38

Ours with raw input (single model) 66.18

Ours with token pos seq (single model, ICL-1) 70.21

Ours with token seq (single model) 70.81

Ours (ensemble model, ICL-2) 73.73

4.4 Error Analysis

To find the reason of improper generations, we analysis some cases man-
ually. First, in most cases whose relationships are not in the training set,
the generated questions are in the same pattern “<ent> relationship

” (What/ How many/ Who is the relationship of <ent>?).
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It is better than most earlier models, whose question words in their genera-
tion are “ ” (what) only, but still needs to be improved. Besides, some
of generated questions contain incomplete words. For example, for the triple
“ ”(Which Clu does Da Cruz work for?), “ ”(b) of
the word “ ”(Club) is missed. The reason of this fault is that the our model
is character based, and it is hard to for the system to learn word information to
decoder.

5 Conclusion

In this paper, we propose a neural generation system to generate questions from
structured knowledge base. Our system achieves a great performance in the
competition of NLPCC 2018 Shared Task 7. Then, we analysis the contribution
of each feature of our model by different experiments. After that, we evaluate
our system manually, to know the reason of errors in generations.

In future work, it is important to improve the accuracy of generated words
and fluency of sentences. Besides, it is also important to get a dataset with diverse
questions, which can help exploring to improve the diversity of the question
generation systems.
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