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MR/QA: Natural Language Inference

Related Passages Question/Hypothesis

Preprocessing

Evidence Search

Supporting-Evidences, | Question/Hypothesis

Answer Generation

l

Answer
(Judgment, Choice, Cloze-Text, Answer-Span, Free-Text)
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QOutline

e DNN Limitations Observed

o Incapable of conducting common inference

o Need huge amount of data

o Usually uninterpretable

o Vulnerable to irrelevant data
* Lessons from Non-NLP Machine Learning
* Characteristics of NLP/NLU

* Various Ways to Integrate Domain Knowledge

Keh-Yih Su, Oct. 13,2019 @4



Incapable of High Level Learning (Lin,
2017)

* One correct prediction in the training set
o Benchmark:Y, Prediction: Y
(S)EH Arft BT OO 5h - Bl o - XSl e - £« F£ LR DK -
Mazu is located outside the mouth of the Minjiang River. The island is
small and has no alpine barrier. It is windy and rainless all year round.

(H)SH izt BT O 4h » &2 F % E /D -
Mazu is located outside the mouth of the Minjiang River, with more wind and
SelEllUEl Gl All words have valid embeddings.
* Predictions for some created examples
o Benchmark:Y, Prediction: N
(S)EAH it T 14 » &2 F % E DR -
(HEHE R ET O » 2 F LR DR -

7@




DNN: a continuous mapping function

Initial Point #1

Initial Point #2

Keh-Yih Su, Oct. 13,2019 @8



Need Aggregative Features Sometimes

* Not easy for DNN to learn comparison,
aggregative features

o Benchmark:Y, Prediction: N
S)EHMUN M O » 2F /DR -
HEHE IR BT O > 2FEZE /DR -
o Without aggregative feature
e Training Data: <A, A>->Y;<B,B>->Y;<C,C>->Y
 Test Data: <D, D> -> ?
o With aggregative feature

« Training Data: <A, A, A-A=0> ->Y; <B, B, B-B=0> ->Y; <C, C,
C-C=0>->Y

e Test Data: <D, D, D-D=0> ->Y

90



Incapable of High Level Learning (Lin,
2017)

* One correct prediction in the training set
o Benchmark:Y, Prediction: Y

(/SIZE%ZH&B(\\ VT AN B PN - O S R 2 2
R

(H)EHE R BV a4 » 2FE % E /DR -
* Predictions for some created examples

All words have valid embeddings.

o Benchmark:N, Prediction: Y

(S[)/%Zﬂﬁzﬁé\ UL O A o Bl PR/ o XdE S FEE - 2 F % E
VPR e
HEHE AN ELZ a4 » 2FE /D E DR -

Mazu is located outside the mouth of the Minjiang River, with less
wind and less rain all year round.

o Benchmark:N, Prediction: Y

(/S[Z%%Z]H ArFA BT 46 - Bl /N > Y4 5 FRE - 4 & % &
/DR e
(RVEIE fri E L1 5h - 2 45 % 6/ T -

Mazu is located outside the mouth of Aihe, with more wind and less
rain all year round.

100




DNN: Effective Surface Learner (1/3)

o Hypothesis Only Baselines in Natural Language

Inference [Poliak et al., 2018]

DEV TEST
Dataset Hyp-Only MAJ |A| A% Hyp-Only MAJ |A| A% Baseline SOTA
Recast
DPR 50.21 50.21 0.00 0.00 49.95 49.95 0.00 0.00 49.5 49.5
SPR 86.21 65.27 +20.94  +32.08 86.57 6544 +21.13  +32.29 80.6 80.6
FN+ 62.43 56.79  +5.64 +9.31 61.11 5748  +3.63 +6.32 80.5 80.5
Human Judged
ADD-1 75.10 75.10 0.00 0.00 85.27 85.27 0.00 0.00 92.2 92.2
SciTail 66.56 5038 +16.18  +32.12 66.56 60.04 +6.52  +10.86 70.6 .3
SICK 56.76 56.76 0.00 0.00 56.87 56.87 0.00 0.00  56.87 84.6
MPE 40.20 40.20 0.00 0.00 42.40 42.40 0.00 0.00 41.7 56.3
JOCI 61.64 5774  +3.90 +6.75 62.61 5726  +5.35 +9.34 - -
Human Elicited
SNLI 69.17 33.82  +35.35 +104.52 69.00 3428 43472  +101.28 78.2 89.3
MNLI-1 33.52 3545 +20.07  +56.61 - 35.6 -- 723 80.60
MNLI-2 55.18 3522 +19.96  +56.67 - 36.5 - - 72.1 83.21

’;;y;

Keh-Yih Su, Oct. 13,2019 @11



DNN: Effective Surface Learner (2/3)

o Hypothesis Only Baselines in Natural Language
Inference [Poliak et al., 2018]

3000 A

2500 A

2000 -

1500 A

1000 -

—

0.0 0.2 0.4 0.6 0.8 1.0
(a) SNLI

Figure 2: Plots showing the number of sentences per ¢
p(l|lw) >= x for at least one label [. Colors indicate

Keh-Yih Su, Oct. 13,2019 @12




DNN: Effective Surface Learner (3/3)

o Hypothesis Only Baselines in Natural Language
Inference [Poliak et al., 2018]

SNLI

Word Score Freq Word Score Freq Word Score Freq
instrument ~ 0.90 20 tall 093 44 sleeping  0.88 108
touching 0.83 12 competition 0.88 24 driving  0.81 353
least 0.90 10 because 083 23 Nobody 1.00 52
Humans 0.88 8 birthday 0.85 20 alone 090 50
transportation (.86 7 mom 082 17 cat 0.84 49
speaking 0.86 7 win 0.88 16 asleep 091 43
screen 0.86 f got 0.81 16 no 0.84 31
arts 0.86 7 trip 093 15 empty 093 28
activity 0.86 7 tries 0.87 15 eats 083 24
opposing 1.00 5 owner 0.87 15 sleeps 095 20

(a) entailment (b) neutral (¢) contradiction
52 Keh-Yih Su, Oct. 13,2019  ®13



QOutline

e DNN Limitations Observed

e
o Need huge amount of data
O

O
* Lessons from Non-NLP Machine Learning
* Characteristics of NLP/NLU

* Various Ways to Integrate Domain Knowledge

Keh-Yih Su, Oct. 13,2019 @14



Solving Algebraic Word Problems

* Purely statistical approaches (Kushman etc.,
2014; Roy et al., 2015):
o Linear algebraic questions
o Mapping problem to a set of equations
o Generate numerical answers

Derivation 2

A motorist drove§@hours at one speed and then for 3 hours at anothe He
Word covered a distane€ o ilometers. If he had travele‘ours at-the firs nd
problem | hour at the sécon he would have covered 244 kilometers. Find two speeds?

Aligned /I

ny X u{ + ng X u% —ng=0

ng X u'?—l— ng X u% —ng=20

template
SEEHARG % + 3y — 252 =0 4z +1y—244=0
equations
Answer T = 43
y = 52
n = number variable u = unknown variable

Keh-Yih Su, Mar. 30, 2018 ®15



Template-based (Kushman et al., 2014) . (1/2)

« Dataset: Algebra.com
o Linear algebra question (#514)

« Manually label equation

lEquations [2]
@ : children+adults=278.0

: (1.5*children)+(4.0*adults)=792.0

« Generalize equation to a template with two rules

0
0

'u%%—u%——7u_ ;
19 X -u% + ng X uy — ng

Keh-Yih Su, Mar. 30, 2018



Template-based (Kushman et al., 2014) . (2/2)

« Try each template and variable alignment with a score

Ui + Uz = Ny
N3*U+ + N4*U2 = Ns

Ur + nNi*uz2 = n2
N3*U+ + N4*U2 = Ns

~2X+3Y=252
4X +Y =244

Word
problem

Ui + Uz = N1
Ui + Uz = N2

Keh-Yih Su, Mar. 30, 2018

e/



Solving Algebraic Word Problems

Derivation 2

A motorist drove
Word covered a dista
problem  |[Fhour at the

ilometers. If he had travele
he would have covered 244 Kilometers. Fin

hours at one speed and then for%o‘urs at anothe

ours at-the firs

/

Aligned ' o> \WQ 5
tembi)late ny X u; +ng X ug —ng =0 ng X uj +ng X uy —ng =0
Instantiated )

§ 2e+3y—252=0 dr+1y—244=0
equations

= 48

Answer 5

n = number variable
Keh-Yih Su, Mar. 30, 2018

u = unknown variable

e18



Experiment and Result

* Fully supervised
o ALLEQ: full equation systems

Equation | Answer
accuracy | accuracy

5EQ 20.4 20.8

SEQ+ANS | 457 | 461

ALLEQ 66.1 687 ors




Need Huge Amount of Data (1/2)
* A DNN approach for AWP (Ling et al.,

ACL-2017)
o Training data-set: 100,949 MWPS
Model Perplexity | BLEU | Accuracy
Seq2Seq 524.7 8.57 20.8
+Copy Input 46.8 213 20.4
+Copy Output 45.9 20.6 20.2
Our Model 28.5 27.2 36.4

Table 3: Results over the test set measured in Per-
plexity, BLEU and Accuracy.

Keh-Yih Su, Mar. 30, 2018 ® 20



Need Huge Amount of Data (2/2)

» Learning efficiency and performance of DNN are
far less than template-based approach

o #100,949 vs. #514 MWPs
0 36.4% vs. 68.7%

Equation | Answer
accuracy | accuracy
5EQ 20.4 20.8
NS i TEE e e
....... KiEe T e T egs

* People do not learn math concepts directly from

those examples

o People first learn math concepts separately, then apply

them to the problems

» Rationale learnt here is not the math concept

Keh-Yih Su, Mar. 30, 2018

e2]
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e DNN Limitations Observed

O

e
o Usually uninterpretable

O
* Lessons from Non-NLP Machine Learning
* Characteristics of NLP/NLU

* Various Ways to Integrate Domain Knowledge

Keh-Yih Su, Oct. 13,2019 @22



SquSeq MWP Solver (wang et al., 2017)

Equation: x=5+4+3-2: solution: [10]
Applying number
mapping to equation form

Model output (Equation template): x=n; tnz;+mn--n,

n4

Encoder: ' GRU ——» GRU ——» GRU ——» GRU —— GRU

T ! T T

Embedding: @9 ©® ©© 0@ o9 00 00 0o

! ! ! !

Dan have o total ?

Model input: Dan have »; pens and »-> pencils, Jessica have n;
more pens and #, less pencils than him. How many pens and
pencils do Jessica have in total?
Number mapping:
{n;=5, n,=3, n3=4, n;=2}

Problem: Dan have 5 pens and 3 pencils, Jessica have 4 more
pens and 2 less pencils than him. How many pens and pencils do
Jessica have in total?




An uninterpretable case

Mary bought three apples and two oranges. Each apple 1s priced at
$5 and an orange is priced at $3. How much money that Mary need

to pay?

S5/Apple 2 Oranges S3/Orange

Keh-Yih Su, Oct. 13,2019 @24




Multi-Step MWPs

A new building needed 14 windows.
The builder had already installed 5 of them.

If 1t takes 4 hours to install each window,
how long will 1t take him to install the rest?

* The ANSWER could be Solved by

O (#Re St-WlIldOWS) Goal (# Rest-Hours)
=14-windows — 5-windows tplatir |
SubGoal (# Rest-Windows)

O (#Re St-HourS) #Hour/Windows @

: uan(q3, hour, #)=
=(#Rest-Windows) Ty
X 4 hours/window fal} (a2}

quan(qgl, # window)=14 quan(q2, #, window)=5

Keh-Yih Su, Oct. 13,2019 @25
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e DNN Limitations Observed

O
O
O

o Vulnerable to irrelevant data
* Lessons from Non-NLP Machine Learning
e Characteristics of NLP/NLU

* Various Ways to Integrate Domain Knowledge

Keh-Yih Su, Oct. 13,2019 @26



NLU Noisy Dataset

(a.1)Additional Irrelevant quantity to a new Subject
» (a.2)Additional Irrelevant quantity to a new Enfity

(a.3)Additional Irrelevant quantity to a new Modlfier
(a.4)Re-Order the Quantities

(ORG) Tim has 10 yellow flowers and 12 red flowers. How many flowers does Tim
has?

(a.1) Tim has ... Mary has 3 yellow flowers. How many ...

(a.2) Tim has ... Tim also has 3 books. How many ...

(ORG1) Tom has 9 yellow balloons. Sara has 8 yellow balloons. How many yellow
balloons do they have in total ?
(a.3) Tom has 8 red balloons and .... Sara has 8 yellow balloons . How many ...

Keh-Yih Su, Mar. 30, 2018 27



Single-step Dataset Performance

A2 DS | NDS1L__

Our System™*? 81.5 81.0 82.1
Roy2015 (MSMWP™*?) 78.0 73.9 28.5™
Hosseini 2014 77.7 - -
Roy2015 (SMWP™3) - 52.7 -

Kushman 2014 64.0 73.7 -

*1: ([Liang et al., 2017-2])

*2: MSMWP: multiple-step MWP solving system ([Roy and Roth, 2015])

*3: SMWP: single-step MWP solving system ([Roy et al., 2015])

*4: We submit MWPs to Illinois Math Solver (https://cogcomp.cs.illinois.edu/page/
sflemo_view/Math) in May and June, 2017.

Keh-Yih Su, Mar. 30, 2018 28
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e DNN Limitations Observed

* Lessons from Non-NLP Machine Learning
* Characteristics of NLP/NLU

* Various Ways to Integrate Domain Knowledge

Keh-Yih Su, Oct. 13,2019 @29



Knowledge Matters (Gulcehre and Bengio, 2013)

* Humans and animals can perform much more complex
tasks than they can acquire using pure trial and error
learning

o This gap 1s filled by teaching

o Shaping (Krueger and Dayan, 2009): a teacher decomposes a
complete task into sub-components, thereby providing an
easier path to learning

Keh-Yih Su, Oct. 13,2019 @30



Task (1/3) (Knowledge Matters; Gulcehre and Bengio, 2013)

ey, (a) sprites, not all same type (b) sprites, all of same type

g




Task(2/3) (Knowledge Matters; Gulcehre and Bengio, 2013)

- ARB ( Pentomino) , XFEREH
o BHRLAAEEEMNELFER , RFNEERIER —BH
BE+=8E , JURXFEARER,

Keh-Yih Su, Mar. 30, 2018 @32



Task (1/3) (Knowledge Matters; Gulcehre and Bengio, 2013)

ey, (a) sprites, not all same type (b) sprites, all of same type

g




SMLP (2/3; Gulcehre and Bengio, 2013)

Structured MLP
Architecture without \
Hints
Second
Final Binary task Level
labels Neural
Network
First
Level
Neural
Network

L

Figure 7: Structured MLP architecture, used without hints (SMLP-nohints). It is the same
architecture as SMLP-hints (Figure 5) but with both parts (PINN and P2NN) trained

jointly with respect to the final binary classification task.
Keh-Yih Su, Oct. 13,2019 @34




SMLP (3/3; Gulcehre and Bengio, 2013)

Structured MLP
Architecture with
Hints

Final Binary ta
labels

Intermediate level
targets.

=

Second
Level
Neural
Network

—

First
Level
Neural
Network

A

Figure 5: Structured MLP architecture, used with hints (trained in two phases, first PINN,
bottom two layers, then P2NN, top two layers). In SMLP-hints, PINN is trained
on each 8x8 patch extracted from the image and the softmax output probabilities of
all 64 patches are concatenated into a 64x11 vector that forms the input of P2NN.
Only U and V are learned in the PINN and its output on each patch is fed into
P2NN. The first level and the second level neural networks are trained separately,

not jointly.

Keh-Yih Su, Oct. 13,2019 @35



Knowledge Matters (5/8; Gulcehre and Bengio, 2013)

Algorithm 20k dataset 40k dataset 80k dataset

Training Test Training Test Training Test

Error Error Error Error Error Error
SVM RBF 26.2 50.2 28.2 50.2 30.2 49.6
K Nearest Neighbors 24.7 50.0 25.3 49.5 25.6 49.0
Decision Tree 5.8 48.6 6.3 49.4 6.9 49.9
Randomized Trees 3.2 49.8 3.4 50.5 3.5 49.1
MLP 26.5 49.3 33.2 49.9 27.2 50.1
Convnet/Lenet5 50.6 49.8 49.4 49.8 50.2 49.8
Maxout Convnet 14.5 49.5 0.0 50.1 0.0 44.6
2 layer sDA 49.4 50.3 50.2 50.3 49.7 50.3
Struct. Supervised MLP w/o hints 0.0 48.6 0.0 36.0 0.0 12.4
Struct. MLP+CAE Supervised Finetuning 50.5 49.7 49.8 49.7 50.3 49.7
Struct. MLP+CAE+DAE, Supervised Finetuning | 49.1 49.7 49.4 49.7 50.1 49.7
Struct. MLP+DAE+DAE, Supervised Finetuning | 49.5 50.3 49.7 49.8 50.3 49.7

| Struct. MLP with Hints | 0.21 [ 30.7 | O [ 3.1 | 0 | 0.01 |

Table 1: The error percentages with different learning algorithms on Pentomino dataset with
different number of training examples.

Keh-Yih Su, Oct. 13,2019 @36



Knowledge Matters (6/8; Gulcehre and Bengio, 2013)

3 Hidden Layer MLP Training & Test Accuracy

80k 1 20k 160k 200k 240k 280k 320k
# examples

Training Accuracy Test Accuracy

Figure 14: Training and test error bar charts for a regular MLP with 3 hidden layers. There
is no significant improvement on the generalization error of the MLP as the new
training examples are introduced.

Keh-Yih Su, Oct. 13,2019 @37




Knowledge Matters (7/8; Gulcehre and Bengio, 2013)

0.6

— Random Initialization
—— |Initialized with hints

0.5

0.4}

Test Error
o
w

o
N

0.1

0.0

20 30 20 50 60
Batch No

Figure 15: Plots showing the test error of SMLP with random initialization vs initializing with
hint based training.

| 8 ' Keh-Yih Su, Oct. 13,2019 38



Some Observations (Bengio, 2009; 2013): 1/2

* Training deep architectures 1s easier if hints are provided
about the function that intermediate levels should
compute

It 1s much easier to teach a network with supervised
learning (i.e., concept) than to expect unsupervised
learning to discover the concept

It 1s more difficult to train deeper architectures with more
abstract concepts

Keh-Yih Su, Oct. 13,2019 @39



Some Observations (Gulcehre and Bengio, 2013): 2/ 2

* Directly training all the layers of a deep network together
makes 1t difficult to exploit all the extra modeling power
of a deeper architecture

* More abstract learning tasks are more likely to yield
effective local minima for neural networks

* Using a particular structure and guiding the learner
allows to nail the task.

Keh-Yih Su, Oct. 13,2019 @40



Select Learning Algm. (Bengio and LeCun, 2007)

* The quest for a completely general learning method 1s
doomed to failure

o We need to search for learning models that are well suited for a
particular type of tasks.

* Prefer a deep network, with small dose of prior
knowledge embedded in the architecture

o Combined with a learning algorithm that can deal with millions
of examples

Keh-Yih Su, Oct. 13,2019 @4]
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DNN Limitations Observed

Lessons from Non-NLP Machine Learning
Characteristics of NLP/NLU

Various Ways to Integrate Domain Knowledge
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NLP vs. Speech/Vision Recognition

* Animal can watch/listen, but only human can
communicate with language.

* Symbolic Processing

* Features and clues are more comprehensible
* Require more external knowledge

* Data alone 1s not enough

Keh-Yih Su, Oct. 13,2019 ©43



Lexicon Relationship

* Three girls and two boys enter a classroom. How
many people are there?

o Need to know: “girl -> people”
“boy -> people”

* Weakly supervised learning can catch the relation
from the training data

 Coverage rate is small

 WordNet could supplement the training data

Keh-Yih Su, Mar. 30, 2018 @44



Common Sense (facts)

MM RITE | DEHEBET] , FIRER , mARKF
H T BB FIEE ?
Xiao-Green and A-fu play "Rock Paper Scissors", Xiao-Green

out of the scissors, A-fu out of the paper, how many fingers did
the two stick out?

o Need to know: “scissor -> 2 fingers”
“paper -> 5 fingers”

RIEFRE R EEGE , /E8RG200 LER|OR100 FE
AR T EDE?

The sister took a ride to the library and got on at 8:20 to get off
at 9:10. How many minutes have passed?

“ eed to know: “1 hr = 60 minutes”

Keh-Yih Su, Mar. 30, 2018 @ 45




Common Sense (reasoning): 1/2

e train.G1.03.000390
BIOANBEBZE BN RIESE | BRI T4E/NARESE
T A EBER?

* There were 9 people waiting in line for the teacher to modify
their homework. The teacher modified the homework of 4
children. How many people are waiting in line?

o Need to know: “CRIFAESE" 2=k 7R Bk B HEBCRY B {0

“modified the homework™ means “Leaving the queued team”

 Dan's cat had kittens. He gave 7 to Tim and 4 to Jason .
He now has 5 kittens . How many kittens did he have to
start with ?

emlMplicit implication: the meaning of “Dan's cat had kittens” equals
‘Wan had kittens” in this problem

Keh-Yih Su, Mar. 30, 2018 ® 46




Common Sense (reasoning): 2/2

 Beijing office called us yesterday (Analogy
derived from Jerry Hobb’s example)

* |tis not a building in Beijing that gave us a call

* But the people who is in Beijing branch (of our
company) gave us a call

* This is the key problem that AI/DNN needs to
solve (for NLU task)

Keh-Yih Su, Mar. 30, 2018 @47



Domain Knowledge
Rk 3AR  W2ARNESE > HEEZ/DEHAR ?

A rectangle of 3 meters in length and 2 meters in width. What
is the square meter?

o Need to know: “Rectangle-Area = Length x Width”

ElsE R A 8(E - RhALIT8 2 SBISHERLGIRIR > Wik 1]
PLor 2l 24l & 7

1 package iron egg have eight, Little-Little divided 3/8 package
iron egg to the sister, how many iron egg can the sister be
assigned?

o Need to know: Physical meaning of “Fraction”

= #T 5

Keh-Yih Su, Oct. 13,2019 ®48



NLP vs. Speech/Vision Recognition

* More knowledge is learnt from teachers
* Domain Concept 1s essential

e Inference 1s more Abstract
=2 More difficult for DNN

Keh-Yih Su, Oct. 13,2019 ©49



NLP Remains the Domain Problems

e Christ Manning made the following claims (2015):

o “The gains so far have not so much been from true Deep
Learning as from the use of distributed word representations”

* “problems in higher-level language processing have not seen
the dramatic error rate reductions from deep learning that
have been seen in speech recognition and in object
recognition in vision....and this remains the case’

* “Qur field is the domain science of language technology, it
not about the best method of machine learning—the central
issue remains the domain problems”

Keh-Yih Su, Oct. 13,2019 @50
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DNN Limitations Observed

Lessons from Non-NLP Machine Learning
Characteristics of NLP/NLU

Various Ways to Integrate Domain Knowledge
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Integrate Domain-Concept into DNN (1/3)
* Preprocess the input text to handle OOV (UNK)

* E.g., convert personal-names and numerical values into meta-
tokens in MWP

* Incorporate additional human-crafted features into DNN
* E.g., add Exactly-the-Same feature in Q&A task

* Adopt existing linguistic resources as external knowledge
 E.g., WordNet and ConceptNet

* Adopt a better intermediate representation to train DNN

* Decompose the task into several meaningful sub-tasks
 E.g., Logic predicate for MWP

Keh-Yih Su, Oct. 13,2019 ©52



FinNum Classification Task

* Purpose: To understand the fine-grained
numeral information in financial Tweet

”8” is a numeral about quantity

”17.99” is about stop loss price

“#200” is a indicator of
technical indicator

(T1) 8 breakouts: SCHMT (stop: $17.99), $FLO (200- day MA), $OMX (gap), $SIRO (gap).
One sub-$1 stock. Modest selection on attempted swing low.

Keh-Yih Su, Oct. 13,2019 @53



Pre-processing

* Apply Normalization Processes before the diversity
evaluation

o Stop word removal

o Named entity (person names and quantity values) normalization

“Sara has 16 red flowers and John has 24 yellow flowers.”

“PERSON-1 has Quantity-1 red flowers and PERSON-2 has
Quantity-24 yellow flowers.”

Keh-Yih Su, Oct. 13,2019 @54



Experimental Results
| oW | RN RNN«ONN

Micro Macro Micro Macro Micro Macro
None 81.83 69.54 84.22 73.36 82.71 69.63
+POS&NE 88.21 79.14 88.45 78.63 89.72 80.93

Task-1 testing set performance

* OOVs provide no useful Information
0 O0Vs: 30+% on Development and Test sets

* Linguistic Information (POS&NE) attached to
OOVs improved the performance significantly

(4% ~ 10%).

FI L, o

Keh-Yih Su, Oct. 13,2019 @55



Integrate Domain-Concept into DNN (1/3)

* Preprocess the imnput text

* E.g., convert personal-names and numerical values into meta-
tokens in MWP

* Incorporate additional human-crafted features into DNN
* E.g., add Exactly-the-Same feature in Q&A task

* Adopt existing linguistic resources as external knowledge
 E.g., WordNet and ConceptNet

* Adopt a better intermediate representation to train DNN

* Decompose the task into several meaningful sub-tasks
 E.g., Logic predicate for MWP

Keh-Yih Su, Oct. 13,2019 ®56



Add Aggregative Features

o “Ifit can be exactly matched to a word in the

Question, either in its original, lowercase or lemma
form” (Chen et al., 2017)

o For theirr DNN-based open domain Q&A task.

* “If physical units of operands match each other”
o For the DNN 1n the MWP task

* “If the evidence and the hypothesis are exactly the
same”

o For the DNN 1n the MRC task
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DNN: a continuous mapping function (2)

* Training data: <S, H, A>
o S: Supporting-Evidence; H: Hypothesis; A: Answer (Entail, Neural and
Contradictory)
o S =[Left, John, Mary], H = [Left, Mary, John], A = Contradictory (1.e., [0,
0, 1])

e Test data
o S-1=[Leftt, Jack, Jane], H-1 = [Left, Jane, Jack], A-1 = Contradictory
([0, 0, 1]) ]); Prediction: [0, O, 1]

o S-2 =[Left, Jack, Jane], H-2 = [Left, Jane, John], A-2 = Neural ( [0, 1, 0]);
Prediction: [0, 0, 1]

o S-3 =[Left, , chair]|, H-3 = [Left, chair, ], A-3 = Contradictory
( [0, 0, 1]); Prediction: Unpredictable
o S-4 =[Above, , chair|, H-4 = [Above, chair, ], A-4 =

Contradictory ( [0, 0, 1]); Prediction: Unpredictable
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How fast can BERT learn Binary Predicate?

* Fine-tune BERT to understand the predicate “left(x, )"
o “left(john, mary)” means “John is on the left side of Mary”

o Trained from “BERT-Base, Uncased”
» 12-layer, 768-hidden, 12-heads, 110M parameters

« Name sets

o MndL, ndH, ndc are sets of personal names
* “nikki” is the centroid of 1465 collected personal names
* 1JL is a set of 147 names with low similarities to “nikki”.

 nJH is a set of 147 names selected from the remaining 1318
names which have high similarities to “nikki”

* nJc is a set of the remaining 1171 names
o MJF is a set of 10 words related to food and tableware

_ o MJA is a set of 10 words related to animals




Learning Efficiency w/o Aggr. Feat.

E: Entailment
Separator token / C: Contradiction

* Exp-B N: Neutral
o Templates (supporting-evidence [sep] hypothesis =» label)

o left x y[sep] leftx y=> E, leftx y[sep]left y xr=> C,
left x ¥ [sep] left y Zz=> N, ...

o Datasets
« c/H/L/F/A-set is generated by fill the templates with x,,z€nJdc/H/L/F/A

« Exp-C2

o Templates (supporting-evidence [sep] hypo\hisis [sep] A41 FU2 => label)

« left x y[sep] left x y [sep] true true = E,
left x y [sep] left ¥ x [sep] false false = C,
left x ¥ [sep] left ¥ z [sep] false false = N, ...

£ is “true” if the Zth predicate
arguments of the premise and the

hypothesis are equal. Otherwise, #Y7 is

Exp-C1 “false”.

o Templates (supporting-evidence [sep] hypothesisIsenl ~° =» lahal)

£is “true” if the argument pairs are equal.
[is “false” if argument pairs are swapped,
Otherwise, /’is “fuzzy”.

« left x y[sep] left x y [sep] true = E,
left x y [sep] left ¥ x [sep] false = C,
left x ¥ [sep] left ¥ z [sep] fuzzy = N, ...
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F-Best Performances of Exp-B
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F-Best Performances of Exp-C2
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F-Best Performances of Exp-C1
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F-Best Performances of Exp-B/C2/C1

Num. of
training
examples

Accuracy (%)

LL

"Exp-C2 ¢

"Exp-Cl1 °

80.3

4.8

100.0 0.0

83.7

2.6

99.9 0.1

81.6

2.7

99.5 0.2

83.4

2.3

100.0 0.0

82.7

2.5

99.8 0.1

96.3

1.8

100.0 0.0

94.8

1.5

99.9 0.1

92.4

1.6

99.6 0.2

93.3

1.3

100.0 0.0

94.4

1.0

99.3 0.5

93.1

2.8

100.0 0.0

95.7

1.4

99.9 0.1

95.8

1.1

99.4 0.3

95.4

1.0

100.0 0.0

95.4

1.0

99.3 0.4

100.0

0.0

100.0 0.0

99.3

0.5

99.7 0.2

99.2

0.4

99.2 0.5

98.5

0.4

100.0 0.0

98.7

0.5

99.4 0.4




F-Best Performances of Exp-B/C2/C1 (cont’d.)

Num. of Accuracy (%)
training "Exp-C2 ¢
examples

100.0 0.0
99.6 0.4
99.4 0.2
99.0 0.4
98.6 0.8
100.0 0.0
100.0 0.0
99.6 0.1
98.7 0.4
99.9 0.0
100.0 0.0
100.0 0.0
100.0 0.0
99.9 0.1
99.9 0.0




Experiment on Natural Language Predicates

* Exp-N-B, Exp-N-C2 and Exp-N-C1
o The datasets of Exp-N-B, Exp-N-C2 and Exp-N-C1 are

transformed from the datasets of Exp-B, Exp-C2 and Exp-C1
respectively

o The predicate “left x 3’ in the premise or the hypothesis is
transformed with one of the following 9 templates randomly
» xis at/on/to the left of y
o xis at the left of y
o xis on the left of y
o xistothe left of y

« xis at/on/to the left side of
» xis at/on/to the left hand side of y




F-Best Performances of Exp-N-B

g
c
o
]
=
>
v
©
I
=]
o
w
<

10°
Size of c-Set




F-Best Performances of Exp-N-C2
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F-Best Performances of Exp-N-C1
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Integrate Domain-Concept into DNN (1/3)

* E.g., convert personal-names and numerical values into meta-
tokens in MWP

* Adopt existing linguistic resources as external knowledge
* E.g., WordNet and ConceptNet

* Decompose the task into several meaningful sub-tasks
for MWP

Keh-Yih Su, Oct. 13,2019 @71



Common-Sense Q&A (Talmor et al., 2019)

Q. Where are Rosebushes typically found outside of large buildings?

O Has parts 0 Spatial Ols member of O

Building Courtyard Flowers Rosebushes

Q. Where would you get a Balalaika if you do not have one?

O_ [s member Of’O Spatial O Purpose O

Balalaika Instrument Music store Get instruments

Q. I want to use string to keep something from moving, how should I do it?

Q Spatial O Activity OCause& effectO

Something String Tie around Keep from moving

Figure 3: Examples of manually-annotated questions, with
the required skills needed to arrive at the answers (red cir-
cles). Skills are labeled edges, and concepts are nodes.
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Integrate Domain-Concept into DNN (1/3)

* Preprocess the imnput text

* E.g., convert personal-names and numerical values into meta-
tokens in MWP

* Incorporate additional human-crafted features into DNN
* E.g., add Exactly-the-Same feature in Q&A task

* Adopt existing linguistic resources as external knowledge
 E.g., WordNet and ConceptNet

* Adopt a better intermediate representation to train DNN

* Decompose the task into several meaningful sub-tasks
 E.g., Logic predicate for MWP
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If Intermediate Repr. 1s Meaningful

 Inference will be explainable
— E.g., alignment
* Learning will be more efficient
— Shaping Learning
* Generalization Capability will be higher
— Better Initialization
* Debugging will be easier
— Performance could be checked stage by stage

Institute of Information Science, Academia Sinica 7N |



Seq25eq MWP Solver (wWang et al., 2017)

Equation: x=5+4+3-2: solution: [10]

Applying number
mapping to equation form

Model output (Equation template): x=mn;+n;+n>-n,

m
Decoder LSTTMj—; st—- LSEMj—— LSTTMj—- LSTM

Encoder: GRU — GRU ’—o-‘ GRU —q GRU —g GRU
Embedding: OOTOO .T.. T ‘OOTOU OOTOO
Dan have - total ?

Model input: Dan have »; pens and »n, pencils, Jessica have n;
more pens and #»,; less pencils than him. How many pens and
pencils do Jessica have in total?
Number mapping:
in;=5, n,=3, n3=4, n;=2}

Problem: Dan have 5 pens and 3 pencils, Jessica have 4 more

pens and 2 less pencils than him. How many pens and pencils do
Jessica have in total?
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Multi-Step MWPs (2)

A new building needed 14 windows.
The builder had already installed 5 of them.

If 1t takes 4 hours to install each window,
how long will 1t take him to install the rest?

 The ANSWER could be Solved by
o (#Rest-Windows) Goa s Rest o

— 1 4_Wi n d OWS - 5-Wi n d OWS SubGoal (# Rest-Windows)
o (#Rest-Hours) e /®
=(#Rest-Windows) - -
X 4 h O u rS/Wi n d OW quan(gl, # window)=14 quan(q2, #, window)=5
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Integrate Domain-Concept into DNN (2/3)

Adjust DNN architecture toward human reasoning style
* E.g., add an alignment layer to DNN 1n entailment judgment
Add preferences implied by domain knowledge during
DNN training process

* E.g., add human preferred tendency to train word-embeddings
* Wi = Wooq (Li et al., IICAI-2018)

Pre-store the domain-knowledge into a memory
network

 E.g., add a Memory Network

Integrate DNN 1into original operation flow (instead of
end-to-end)
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Observations (1/3)

* Previous DNN approaches for entailment judgment
— Form two sentence-embedding vectors independently

— sentence-embedding 1s formed by simply summing associated
word-embeddings

* One major problem — /nformation Loss!
— Overlapping feature space upon vector addition.

— Less discriminative power for NN models that treat the
sentence as a unit.
* Scenario A: Distance between sentence-embeddings is large

* Scenario B: Distance between sentence-embeddings 1s small
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Alignment/Attention: only check words in H

Instead, Align sentential units (words, phrases, etc.):

E E : E
Sentence 1 (The) (Weather) E(is) )
Alignment
Sentence 2 E E E(is) E(not) E

(The) (Weather) (nice)

S: Bob is in his room, but because of the thunder and lightning outside, he cannot sleep.

H1: Bob is awake. H2: It is sunny outside.

A Decomposable Attention Model for Natural Language Inference,
Ankur P. Parikh et al., EMNLP-2016

Keh-Yih Su, Oct. 13, 2019
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Decomposable DNN (Parikh et al., 2016)

I paik outside

alice someone

|= G(I , I) 3)=H(|+|+...+|)

- flute+
solo music

Figure 1: Pictoral overview of the approach, showing the Attend

(left), Compare (center) and Aggregate (right) steps.

Keh-Yih Su, Nov. 15, 2016
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Word-Pair Dependency (1/3)

* Premise: An older man sits with his orange juice at a small
table 1in a coffee shop while employees in bright colored shirts
smile 1n the background.

* Hypothesis: An elderly man sitting in a small shop.

* Relation(Head, Dependent) (Du et al., 2018)

Keh-Yih Su, Oct. 13, 2019 @8]




Word-Pair Dependency (2/3)

Comp(rel, rel) | Comp(head, head) | Comp(head, dep) | Comp(dep, head) Comp(dep, dep)

Keh-Yih Su, Oct. 13,2019 @82



Integrate Domain-Concept into DNN (2/3)

Adjust DNN architecture toward human reasoning style
* E.g., add an alignment layer to DNN 1n entailment judgment
Add preferences implied by domain knowledge during
DNN training process

* E.g., add human preferred tendency to train word-embeddings
* Wiing = Waneen = Whusband = Wiite (L1 et al., IICAI-2018)

Pre-store the domain-knowledge into a memory
network
 E.g.,add a Memory Network

Integrate DNN 1into original operation flow (instead of
end—to—end)
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Adding Constraints (Li et al., [JCAI-18)

* Learning Word Vectors with Linear Constraints (19,544 Q)

Wking

- uneen — Whusband

- W

wife
Models Analogy
Name Dim Size | SEM SYN Overall
SVD 100 1.0B 234 S 13 244
GloVe 100 1.0B 46.3 38.4 423
CBOW 100 1.0B 34.8 37.0 36.0
SG 100 1.0B 49.7 39.4 44.1
Additive(1%) 100 1.0B | 742 66.3  70.2
Additive(2%) 100 1.0B | 89.2 91.3  90.3
Additive(3%) 100 1.0B | 100.0 99.7  99.9
SVD 200 1.0B 234 21.2 243
GloVe 200 1.0B 58.7 49.5 54.0
CBOW 200 1.0B 40.8 42.9 42.0
SG 200 1.0B 63.5 47.0 aad.5
Additive(1%) 200 1.0B 4.2 66.3 70.2
Additive(2%) 200 1.0B | 89.3 91.3  90.3
Additive(3%) 200 1.0B | 100.0 99.8 99.9
SVD 200 4.2B 38.3 46.6 42.5
GloVe 200 4.2B i1 60.5 65.7
CBOW 200 4.2B 52.9 59.3 b4.1
SG 200 4.2B 70.8 63.3 67.0
Additive(1%) 200 4.2B | 742 66.3  70.2
Additive(2%) 200 4.2B | 88.9 90.7  89.8
Additive(3%) 200 4.2B | 100.0 99.9  99.9
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Integrate Domain-Concept into DNN (2/3)

Adjust DNN architecture toward human reasoning style
* E.g., add an alignment layer to DNN 1n entailment judgment
Add preferences implied by domain knowledge during
DNN training process

* E.g., add human preferred tendency to train word-embeddings
* Wi = Wy (Lietal, IJCAI-2018)

Pre-store the domain-knowledge into a memory
network
 E.g.,add a Memory Network

Integrate DNN into original operation flow (instead of
end-to-end)

Keh-Yih Su, Oct. 13,2019 @85



DNN-based STC and LFT (Liang et al., 2018)

(body text and questions)

Math Word Problem Paragraph ' } Language Analysis ‘

Semantic Sequences 1

Logic Form Converter l

~ Inference Engine ‘

Question-Answer Pairs

Explanation Texts | Explanation Generation I
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Integrate Domain-Concept into DNN (3/3)

* Train the DNN model iteratively/jointly with domain
knowledge representation

* Enhance generalization and improve interpretability

* E.g., iterative distillation (Hu et al., 2016a), which transfer the
structured information of first-order logic rules into the
weights of neural networks.

* E.g., mutual distillation (Hu et al., 2016b), which transfers
information between DNN and structured constraints for
effective knowledge learning.
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[terative Distillation (1/2; Hu et al., 2016a)

teacher network construction rule knowledge distillation

o > loss =
CROR T
projection . - = =|= ===~ _ _

-

4
back
teacher propagation student

U q(y|x) " P ylx)

logic rules

L'_/ < 4

 unlabeled data labeled data

Figure 1: Framework Overview. At each iteration, the teacher network is obtained by
projecting the student network to a rule-regularized subspace (red dashed arrow); and
the student network is updated to balance between emulating the teacher’s output and
predicting the true labels (black/blue solid arrows).
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Mutual Distillation (1/2; Hu et al., 2016b)

teacher model (q) prediction

distillation ) distillation

. student model (p) prediction

transition matrixes conjunction
rules

li ~ 5
/ A A
word polarity & e e b
negation rules

R - [0 0
“10 0l===<11_0h_
; . R ey Bl L, 4
clause sentiment _ -~ _ - - ~discourse relation

\

shared conv params

"“though occasionally fun, it is a stupid film.”  “"though occasionally fun”

convolutional network discourse relation & sentiment transition

Figure 1: Our sentiment classification model. The left part is the base convolutional network over sentences, and the right part is the
knowledge component over clauses. Blue arrows denote neural feed-forwards; red arrows denote knowledge incorporation steps;

and the orange dashed arrows denote the distillation processes. The convolutional parameters are shared across all the networks.
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Who will win?

* History
o Around 1990: NN vs. HMM 1n speech recognition
* “Training Data Only” versus “Training Data + Human Knowledge”

o Now: Researchers are adding more domain knowledge into
vanilla DNN
 NMT: Seq2Seq = Attention = Tree-based = Tree-Coverage measure

* History will repeat
o “Domain Knowledge Guided DNN” vs. “Vanilla DNN”

o To outperform other approaches in the same data-set, you should
add domain knowledge

 NLP/NLU needs more guidance from domain knowledge

Keh-Yih Su, Oct. 13,2019 @90
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