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ACL 2019 Submission:  

• A 75% increase over ACL 2018.

• 10 times over ACL 1999.

A large majority of the papers use DNN
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NLP IN OUR DAILY LIFE

• Email filters

• Predictive text: autocorrect

• Search engine: Baidu, Google, Bing

• Smart assistants and chatbots: Siri,  Alexa

• Targeted ads

• Data analysis

• MT systems
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CHALLENGES

• Interpretability

• Amount of data required

• Computationally expensive

• Need to tune hyperparameters

• Commonsense reasoning

• Combine knowledge and DNN

• Discourse and dialogues

• …

Much discussion on those challenges:

• Dr Ming Zhou’s ACL2019 presidential address

• Dr. Keh-Yih Su’s NLPCC2019 keynote speech
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A NEW PARADIGM FOR NLP RESEARCH

• Pick a task

• Browse latest papers to find ones with the best results

• Download the source code and data

• Try different DNN architectures/pre-trained models on the dataset

• Modify the models and tune hyperparameters (until beating the SOTA or cutting 

the loss)

• Write a paper and submit 
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THE NEW PARADIGM (CONT)

• Quick development cycles, leading to more publications

• SOTA are constantly improved.

• Easy to enter the NLP field.

• Treating NLP tasks as pure ML problems: 

• Assuming the task is well defined: i.e., it is clear what the input x and the output y are. we just need to find a 

function that maps x to y.

• Assuming training/test data are available (and are reasonably large).

• For ML, use DNN almost exclusively.

• It is often not clear where the improvement comes from: pre-trained models, DNN architecture, 

hyperparameter tuning, idiosyncrasy of the dataset.
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NLP ≠ NN

• NLP ≠ ML:

• NLP is about understanding, processing or generation of natural language text.

• When applying NLP to a particular domain, we often need to understand that domain.

• As NLP techniques have been applied to our daily activities, their social impact should be 

considered. 
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THE WINOGRAD SCHEMA CHALLENGE (2016)

• The trophy doesn’t fit into the brown suitcase because it was too large/small.

• Joan made sure to thank Susan for all the help she had received/given. 

• Paul tried to call George on the phone, but he wasn't successful/available.

• The lawyer asked the witness a question, but he was reluctant to repeat/answer it.
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NLP ≠ NN

• NLP ≠ ML:

• NLP is about understanding and processing natural languages, and hopefully also about languages themselves.

• When applying NLP to a highly professional domain, we often need to understand that domain.

• As NLP techniques have been applied to our daily activities, their social impact should be considered. 

• …

• ML ≠ NN:

• There is no free lunch.

• Like AI,  NN has gone through several boom-bust cycles.
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AI IN THE MEDIA

• “Robots will destroy our jobs – and we’re not ready for it” (The Guardian, 1/11/2017)

• “Robots may replace 800 million workers by 2030” (CNBC, 11/30/2017)

• “How frightened should we be of AI?” (The New Yorker, 5/14/2018)

• “AI Transforming the World” (Forbes, 2/24/2019)

• “Learning to love the AI Bubble” (MIT Sloan Review, 5/15/2019)

• “Big Data is Dead. Long Live Big Data AI” (Forbes, 7/1/2019)

• “The AI tech bubble will burst if it can’t prove itself beyond hype” (Health Europa, 8/27/2019)

• “AI: It’s complicated and unsettling, but inevitable” (Forbes, 9/10/2019)
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HISTORY OF AI

• 1952-1956:  The birth of AI

• 1956-1974: The golden years

• 1974-1980: The 1st AI winter

• 1980-1987: Boom

• 1987-1993: The 2nd AI winter

• 1993-2011: Began to be used successfully in the IT industry

• 2011-now: Deep learning, big data, and artificial general intelligence
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NLP ≠ NN

• NLP ≠ ML:

• NLP is about understanding and processing natural languages, and hopefully also about languages themselves.

• When applying NLP to a highly professional domain, we often need to understand that domain.

• As NLP techniques have been applied to our daily activities, their social impact should be considered. 
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OUTLINE

• Understanding the domain: Clinical NLP as a case study 

• Social impact of NLP

• Understanding languages: NLP and linguistics (if time permits)
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UNDERSTANDING THE DOMAIN: 
CLINICAL NLP AS A CASE STUDY
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BIONLP

• Clinical NLP:

• Focus on documentation related to patient care

• Electronic Medical Records (EMRs)

• Biomedical NLP:

• Focus on scientific discoveries about biology, physiology, and medicine

• Journal articles, clinical trials, webpages, …
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HEALTHCARE IN USA

• Healthcare spending is about 18% of GDP in 2018:

• However, healthcare quality is at the bottom compared with other developed countries.

• Many factors: for-profit nature of the health insurance industry, lawsuits, political fights.

• Clinical data:

• Number of visits: 1.2 billion each year

• Tons of EMR notes: more than 80% of data are free text.

• Clinical NLP has a huge potential.
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ELECTRONIC MEDICAL RECORDS (EMRS)

• Most healthcare facilities in the US store medical records in electronic forms, 

using medical systems such as Epic.

• Percent of office-based physicians using any EMR system: 78.4% 

(2013), 86% (2017).

• The medical records contain:

• Structured data: problem lists, lab results, pharmacy orders, etc.

• Unstructured data (Free-form text): radiology reports, operative notes, 

discharge summaries, …

• More than 80% of data is unstructured one.

• There are different kinds of medical records: e.g., radiology reports, admit 

notes, operative notes, discharge summaries, etc.
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A DISCHARGE SUMMARY
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SECTIONS
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History of Present Illness

Review of Systems

Past Medical History

Allergies

Family History



MEDICAL PROBLEMS
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acute leukemia

increased weakness and bruises

allergies, depression, pleural thickening/asbestosis, …



MEDICAL TESTS
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platelets

hemoglobin

temperature



MEDICAL TREATMENTS

22

AmpicillinPenicillin



OTHER TYPES OF INFORMATION
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Temporal values

three weeks prior to admission

Negation:

No headache, no nausea, vomiting, 

or diarrhea

Numeric values

Plateletes 9,000

Hemoglobin 9.5

Temperature 104.5

Uncertainty:

Patient’s allergies include a 

questionable penicillin reaction

Associated with someone else:

brother with colon cancer



NLP APPLICATIONS IN THE CLINICAL DOMAIN

• Cohort selection, phenotyping: 

• Finding groups of patients that satisfy particular criteria

• Does/Did the patient have X?

• Decision support systems: 

• What stage of cancer is this patient in?

• What are common practices for treating this disease? What is the success rate for each  practice? What is the 

best practice under this condition (i.e., precision medicine)?

• Quality of patient care: 

• What is the rate of catching hospital-acquired pneumonia (HAP) in this hospital?

• Is this patient likely to develop HAP in the next 48 hours?

• ...
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SOME OF OUR RECENT PROJECTS

(1) Radiology recommendation extraction:

• To find clinically important recommendation made by the radiologist in a given radiology 

report to advise the referring clinician to further evaluate an imaging finding

• Failure to communicate of abnormal test results is the #2 cause of radiology malpractice 

lawsuits.

• Many errors are due to hedging (an evasive statement to avoid the risk of commitment)

• Ex: “If clinically indicated, pelvic ultrasound could be performed in 4 to 6 weeks to 

document resolution. ”

25



(2) Critical illness phenotype detection and prediction:

• A phenotype is any observable characteristic or trait of a disease

• Ex: Hospital-acquired pneumonia, acute lung injury

• Three settings: had/has/will-have phenotype

Report timelinet t +1 t +2

Report timeline
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(3) Hepatocelluar carcinoma (HCC) staging:

• HCC stages are based on numbers and sizes of tumors, regional lymph nodes, distant 

metastasis, etc. 
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CHALLENGES IN CLINICAL NLP

• Formulate the problem:

• Ex: Phenotype detection and HCC staging: a classification task or an IE task followed by heuristics? 

• Data:

• Getting access to the clinical data: privacy issue 

• Creating gold standard： “Expert annotation”

• Imbalanced data sets

• Output:

• Interpretability of system output

• Proper dissemination of results: understand the complication and consult medical experts
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CHALLENGES IN CLINICAL NLP (CONT)

• Requiring “deep” understanding: 

• Ex: “No PNA detected”, “PNA is likely”, “two brothers, … one had PNA”

• Ex: “The chest is otherwise unchanged”

• Hedging: how to determine whether some statement is hedging?

• Incorporating domain knowledge: e.g., ULMS

• Scalability

• The role of medical experts
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MEDICAL EXPERTS

• Identify a problem that NLP can potentially be useful

• Choose the raw data for the task 

• Annotate the data (if needed)

• Help NLP researchers to determine relevant domain knowledge 

• Interpret system results 

• Choose appropriate ways to disseminate the results
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A FEW CORPORA IN OUR BIONLP PROJECTS
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Corpus Report Type Corpus Size Annotation Annotation

Unit

Annotators

C1
Radiology 

reports
800 reports

Critical 

recommendation
Sentence

1 radiologist

1 internal medicine 

physician

C2
Chest x-ray

reports
1344 reports PNA and CPIS Report

1 surgeon

1 data analyst

C3
Eight ICU

report types

5313 reports 

for 426 

patients

PNA Patient 1 research RN



HOW OFTEN DO EXPERTS AGREE?

• Clinical Pulmonary Infection Score (CPIS):

• 1A: no infiltrate

• 1B: Diffuse infiltrate or atelectasis

• 1C: Localized infiltrate

• Two annotators:

• A1:  A surgeon

• A2:  A data analyst

• Annotation:

• 100 reports

• Two rounds:  without and with annotation guidelines
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INTER-ANNOTATOR AGREEMENT – CHEST X-RAY CORPUS
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Round A1 A2 Agreed Acc Kappa

1 13/59/28 15/74/11 12/52/6 70% 0.415

2 13/72/15 16/72/12 13/68/10 91% 0.797

Round A1 A2 Agreed Acc Kappa

1 13/59/28 15/74/11 12/52/6 45% 0.085

2 67/19/15 67/32/1 13/68/10 85% 0.697

Clinical Pulmonary Infection Score (CPIS)

IAA on CPIS and PNA labeling for the 100 double annotated reports in the chest X-ray corpus (C2). 

• x/y/z in each cell of the “A1”, “A2”, and “Agreed” columns are the numbers of reports with labels 

1a, 1b, and 1c, respectively

Pneumonia (PNA)



ANNOTATION GUIDELINE FOR CPIS (ROUND 2)
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Medical conversation

Video-recordings

Transcripts

Annotations



1

2

3

4

5

6

7

8

9

SEQ  1

SEQ  2

PHASE:
DIAGNOSIS

PHASE:
TREATMENT

SEQ  1

TID PR     TEXT



Main outcome (Wang et al, 2018)

• COSTA: a new scheme for conversation

• An annotated corpus

• A sociological study about caregiver 

actions and medicine prescribing decisions



PUBLIC HEALTH PLATFORM
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THE CHIMED CORPUS (TIAN ET AL., 2019)
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A QUICK SUMMARY SO FAR

• Clinical NLP has many real-life applications, but there are many challenges.

• Two major issues are:

• The need of working closely with domain experts

• Getting access of raw and annotated data:

• Allow de-identified data to be shared by researchers?

• Organize more shared tasks (like i2b2) in the clinical domains

Require support from NLP researchers, medical experts, funding agencies, and the public.

• Meanwhile, take advantage of applications that are less dependent on data and experts (e.g., 

public health platform)

• Similar issues are likely to exist in other highly professional domains
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SOCIAL IMPACT OF NLP
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ETHICS IN NLP 

• Ethics NLP workshops in 2017 and 2018.

• Ex: The social impact of NLP (e.g., Hovy and Spruit, 2016): 

• Exclusion:  demographic bias of datasets

• Overgeneralization of models

• Overexposure and underexposure

• Ex: “Energy and policy considerations for DL in NLP” (Strubell et al., 2019)

• Ex: Gender/race bias in NLP systems  

• (Bolukbasi et al, 2016): “Man is to computer programmer as woman is to homemaker? Debiasing word 

embeddings”
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(This cartoon is from timoelliott.com)
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Biased data lead to biased decisions



IMAGE TO TEXT
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TOP 14 CAUSES OF POLITICAL POLARIZATION 
(BLANKENHORN, 2018)

• The rise of identify-group politics: left vs. right, liberal vs. conversative

• Geographical sorting:  blue vs. red states

• Growing racial and ethnic diversity

• Growing religious diversity

• The spread of media ghettoes: the decline of the old media

• The growing influence of certain ways of thinking: e.g., confirmation bias

• … 
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CONFIRMATION BIAS

• The tendency to search for, interpret, favor, and recall information in a way 

that affirms one's prior beliefs or hypotheses:

• Biased search for information

• Biased interpretation

• Biased memory
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PERSONALIZED WEB SEARCH

• Web search that is tailored specifically to an individual’s interests (using location, 

search history, past click-behavior, etc). 

• Ex: Reranking the top N search results such that documents likely to be preferred by 

the user are presented higher.

• Preference: location (e.g., Chinese restaurant), occupation (e.g., Michael Collins), 

hobby (e.g., Eagles), ideology (e.g., progressive vs. conservative), etc.
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TARGETED ADS
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https://www.sticky.digital/danger-of-living-in-a-filter-bubble/
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https://www.sticky.digital/danger-of-living-in-a-filter-bubble/
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https://immediatefuture.co.uk/blog/what-should-we-think-of-

filter-bubbles-on-social-media/ 55

https://immediatefuture.co.uk/blog/what-should-we-think-of-filter-bubbles-on-social-media/


FILTER BUBBLE 

• In Eli Pariser’s 2011 book, “The Filter Bubble: What the Internet Is Hiding from You” 

“A filter bubble is the intellectual isolation that can occur when websites make use of 

algorithms to selectively assume the information a user would want to see, and then give 

information to the user according to this assumption.”

• The problem becomes more severe on social media (e.g., Facebook).
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DANGERS OF FILTER BUBBLE

(Pariser, 2011):

• “The danger is that increasingly you end up not seeing what people who think differently see 

and in fact not even knowing that it exists”

• “Ultimately, democracy works only if we citizens are capable of thinking beyond our narrow self-

interest. But…the filter bubble pushes us in the opposite direction — it creates the impression that 

our narrow self-interest is all that exists. And while this is great for getting people to shop online, 

it’s not great for getting people to make better decisions together.”

(Dylko et al, 2017; 2018):

• Study impact of customizability technology (e.g., personalized search) on political polarization 

• Customizability technology has a strong effect on the minimization of exposure to counter-

attitudinal information.
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HOW TO “AVOID” FILTER BUBBLE

• Use incognito browsing, delete search history

• Delete or block browser cookies

• Use ad-blocking browser extensions

• Use the VPN

• Keep your social media data private and hide your birthday/gender

• Read news sites and blogs that provide a wide range of perspectives

• Talk and listen to people with different views

• Get touch with the outside world directly (e.g., travel, get offline periodically)
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(This cartoon is from timoelliott.com) 59



Architecture of the argumentation system in (Ruiz-Dolz et al, 2019)
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Personalized search

and other NLP systems

The real world The internet

Exposure/exclusion

Social media

Personal data

Targeted content

People
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(This cartoon is from timoelliott.com)

What’s our role in this?
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CONCLUSION

• NLP has seen tremendous changes in the past few years:

• SOTA improved constantly

• NLP in IT industry, media, and daily life

• New paradigm for NLP research

• However, NLP is not equal to ML in general (or NN in particular):

• We need to understand the domain in order to incorporate domain knowledge: e.g., clinical NLP

• Be aware of (potentially) negative social impacts of NLP. 

• We hope to understand more about human languages themselves: NLP and linguistics
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“It was the best of times, it was the worst of times.

It was the age of wisdom, it was the age of foolishness.

It was the epoch of belief, it was the epoch of incredulity.

It was the season of Light, it was the season of Darkness.

It was the spring of hope, it was the winter of despair.

We had everything before us, we had nothing before us.

….”    

(Charles Dickens, “A tale of two cities”)
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THANK YOU
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