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Abstract. With the development of information technology, there is explosive
growth in the number of online comment concerning news, blogs and so on. Good
comments can improve the experience of reading, but the massive comments are
overloaded, and the qualities of them vary greatly. Therefore, it is necessary to
predict popular comments from all the comments. In this work, we introduce a
novel task: popular comment prediction (PCP), which aims to find out which
comments will be popular automatically. First, we construct a news comment
corpus: Toutiao Comment Dataset, which consists of news, comments, and the
corresponding label. Second, we analyze the dataset and find the popularity of
comments can be measured in three aspects: informativeness, consistency, and
novelty. Finally, we propose a novel multi-target text matching model, which can
measure these three aspects by referring to the news and surrounding comments.
Experimental results show that our method can outperform various baselines by
a large margin on the new dataset.
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1 Introduction

With the development of information technology, more and more people begin to ex-
press their opinions on the Internet, leading to explosive growth in the number of online
comment concerning news, blogs and so on. Good comments can improve the reading
experience of users by showing others’ attitudes and thoughts. However, it is obvious
that the comments generated by lots of users are overload and the qualities of them
vary greatly. So it can be very valuable to predict which comments are popular and
present them with news together. This method can be beneficial to both news readers,
and providers for it can improve users reading experience and increase user loyalty.

In this paper, we explore how to automatically predict the popularity of online com-
ments based on their text data and the relevant auxiliary information, which we call
the task of popular comment prediction (PCP). The popularity of the comments is in-
fluenced by a variety of factors. For instance, the quality of the comment itself, the
relation between the comment and the topic of news. This leads to a fundamental ques-
tion: what are the crucial aspects that characterize a popular comment? To finding out

* The first two authors make equal contribution.
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Table 1. An example of Toutiao Comment Dataset. The original text in the dataset is in Chinese,
so we give the translation of the text. And for each comment, we show the likes number and
replies number.

Title EXFES A E X EA T -

The national vehicle license plate selection system gets hacked.

Abstract [ ABHRMEEERE TERFWLES 75, MR —RZGRETREA
EFHSHMER, I B EX LR .

It is beyond our imagination that hackers invade the national vehicle license plate selec-
tion system. They use the system get many plates of good number, and then sell them
for profit.

Body I 2R E ISR R 2 LIRS ARG FAE T ALY .
Why are those vehicle license plates with good number are hardly to get? Is there any-
thing wrong with the selection system...

Type % Society

Comment #1 | Z-5 5 FRRENS 3K 32 5 58 759 25, BUR A IUE 25 1 E 4 L e

It makes me feel funny that the vehicle license plate can be sold or bought. Isn’t it
forbidden by the policy?

(247 Likes, 3 Replies)

Comment #2|FAHBIP K |

T am the first one to make a comment!

(0 Likes, 0 Reply)

the question, we collect some user’s opinions of which factor influence the popular-
ity of comment by questionnaire survey with the sample size of 50. We collected and
analyzed the result and finding out that the factors focus on the following three aspects:

— Informativeness: A popular comment is usually informative and contains suffi-
cient useful information.

— Consistency: A popular comment is usually highly consistent with the correspond-
ing topic, which is decided by the news.

— Novelty: A popular comment tends to be novel and able to stand out from a large
number of comments.

The measurements for consistency and novelty are about two parts of texts (com-
ment and news, comment and surrounding comment). So in this view, the PCP can be
seen as a subtask of Natural Language Sentence Matching (NLSM). However, different
from the traditional sentences matching tasks, such as answer selection and paraphrase
identification, which usually contain two parts of texts. In PCP task, we need to consider
the matching between comment and different kinds of auxiliary information jointly.

So we propose the Multi-Target Text Matching (MTTM) model, which can auto-
matically assess the popularity of online comments by referring to the relevant auxil-
iary information including news title, news abstract, and surrounding comments. More
specifically, our model measures the informativeness of a comment by the comment
itself, the consistency by matching the comments with the news, and the novelty by
referring to the surrounding comments. Experimental results show that our model’s
scoring is highly correlated with human scoring in all of the aspects.

It is a big challenge that we lack annotated dataset for news comments. Moreover,
we need comments’ popularity label to conduct a supervised method. In this work,
we propose the Toutiao Comment Dataset for this task. It contains the user-generated
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information that can be used as the popularity label of the comment. The details will be
introduced in the next section. The contributions of this paper are listed as follows:

— We propose the task of popular comment prediction (PCP), and construct a large-
scale annotated dataset.

— We find three metrics which can measure the popularity of comments: informative-
ness, consistency, and novelty.

— We propose Multi-Target Text Matching model (MTTM), which can consider all
the three metrics to predict the popularity of comments. Our model outperforms
various baselines by a large margin.

2 Toutiao Comment Dataset

In this section, we introduce the proposed Toutiao Comment Dataset. The existing com-
ment datasets, such as SFU Opinion and Comments Corpus [7], do not contain the anno-
tated information, so they are not suitable in this task. Therefore, we construct Toutiao
Comment Dataset, which contains both news and comments. More importantly, the
dataset contains annotated popularity information, i.e. the number of likes, which is
naturally generated by users.

Table 2. Statics information of the textual attributes (Avg-word and Avg-char denote the average
number of words and characters, respectively. Vocab means the vocabulary size).

Attribute| Avg-Word Avg-Char Vocab
Title 16.64 24.02 36378
Abstract | 75.95 114.24 46533
Body 326.17 523.78 63425
Comment| 18.37 25.67 53916

Table 1 shows an example of our data. Each piece of data has five attributes: title,
abstract, body, type, and a list of comments, and each comment has associated numbers
of likes and replies. Table 1 also shows two examples of comments.

Users will click the likes button if they appreciate the comment, so we suppose that
comment with more likes will be a popular one. To prove this, we annotated the pop-
ularity score(from 1 to 5) for three hundred comments and conducted the Pearson cor-
relation test for the human score, and the comment likes number. The result shows that
they are highly correlated(Pearson correlation coefficient is 0.82 and p-value is 0.023).
Howeyver, there still exists the risk that the comment with more likes could be discrim-
inative or offensive. So we conduct a manual sampling inspection on our dataset(count
two thousand comments with more than ten likes), and the result shows that the evil
items in our dataset account for only a very small proportion(smaller than 1%). So we
think it is reasonable to use the likes number as the natural measurement of comment
popularity. We annotate the comments whose number of likes is more than ten as pop-
ular comments and the rest as common comments.

Table 2 presents some statistics of the dataset. The average number of words in
one comment is 18.37, which is close to the title (16.64). However, the vocabulary
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Table 3. Numbers of examples of different classes (common comment and popular comment) in
different sets.

Class Train Valid Test Total

Common|165,423 4287 4,772 174,482
Popular (197,331 5,713 5,228 208,272
Total 362,754 10,000 10,000 382,754

1 1
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Fig. 1. The overview of the proposed MTTM model.

size of comment (53,916) is much larger than the title (36,378). The reason is that the
expression in the user-generated comments is more informal and diverse. As shown
in Table 2, the average length of the news body is 326.17, which is too long to be
represented by general neural networks. Moreover, the abstract contains the main idea
of the news, so we use the abstract instead of the news body to capture the content
information.

We divide the dataset into training, validation and test sets. Both the number of
samples in the validation set and test set are 10,000, and the number of samples in the
train set is 362,754. The numbers of examples of different classes in different sets are
shown in Table 3. The Toutiao Comment Dataset will be released soon. It is large and
includes news, comments and the corresponding label, so we think it can also be used
in other studies about news comment.

3 Proposed Model

3.1 Problem Formulation

Here, we give the notations and the formulation of the task. Suppose we have a set of
N example in dataset {x1, z2,- -+ , 2}, and each example contains a title, an abstract,
a comment,and several surrounding comments: x = {t, a, ¢, s}. Each comment has a
label [ of whether the comment is of high-popularity or low-popularity. Our goal is to
assign the popularity label for each upcoming comment.
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3.2 Overview

In order to predict the popularity label [, the proposed MTTM (Multi-Target Text Match-
ing) model estimates the probability distribution P(l|x) = P(l|c, t, a, s). In our model,
the popularity of a news comment can be measured using three aspects: informative-
ness, consistency, and novelty. The informativeness is assessed by the comment itself.
The consistency is evaluated by referring to the title and the abstract. Moreover, the nov-
elty is assessed by comparing the comment with the surrounding comments. Our model
takes consideration of these aspects and gives a general justification to the popularity
of the comment. More specifically, our model first represents the comments, titles, and
the abstract into vectors with the Bi-LSTM [3]. Then the vectors are fed into a mean-
pooling layer and becomes text-level representations. After that, the representations of
the comments are matched with the titles, abstracts, and the surrounding comments re-
spectively. The combination layer is used to combine these three aspects, and the output
layer finally predicts the popularity label. The overview of the proposed model can be
found in Figure 1.

3.3 Multi-Target Text Matching Model

We now give a detailed explanation of each component. Our model consists of the
following four layers:

1. Representation Layer: The representation layer is to represent the comments, titles,
and abstracts with dense vectors. It first transforms the words into word vectors e =
{e1,€2,- -+ ,er} (L denotes the number of words). Then, the word vectors are fed into
a Bi-LSTM to obtain the forward context representation. We show the formula for the
comment ¢ as example:

= BiLSTM, () (1)

After getting the word-level representations, we use a mean-pooling layer to catch the
n-gram information. We apply the overlapping mean-pooling layer to the hidden states
in every time-step of Bi-LSTM. We calculate the average of the adjacent ps hidden
states and the stride is 1. The size of the mean-pooling ps is a hyperparameter. The
experimental results show that this is helpful to improve the performance of the model.
ps—1
he — 2 k0 37+k )
DS
where ¢ = 1,2,...,L — ps + 1 . The similar computation is performed to obtain the
representations of titles h!, abstracts h® and other comments h*.
2. Matching Layer: The matching layer uses attention mechanism to measure the simi-
larity between the comment and the title or the abstract. Besides, it measures the dissim-
ilarity between the comment and the surrounding comments to assess the novelty. As
is shown in Figure 1, for each hidden state in the comment representations, all hidden
states in the context representations (title, abstract and surrounding comments) will be
matched independently. We now take the matching between the title ¢ and the comment
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c as the example using attention mechanism:

a; ;= hi*hi" 3)
e%iJ
attij = —7——— 4)
Doy et

where ¢ = 1,2,...,L, and j = 1,2,...,L}. (L’ and L} denote the number of hidden
states of comment and title’s hidden states after pooling, respectively.) Then, we take
o ; as the weight of hz-, and access an attentive vector for the entire title ¢ by weighted
summing all the h':

L
hiswm = " hl o« att; (5)
j=1

After getting the weighted-sum vectors, we perform the matching operation:
mtf = f?rb(h§7 hﬁ“”" 5 Wk) (6)

Where i =1,2,..., L and k = 1,2, ..., p, p is the number of perspectives [14]. And the
fm is defined in the following way:

fm(vi, 02, W) = cos(vy o W, vz 0 W) )

The o is the element-wise multiplication and the W is the parameter matrix. Finally, we
get the matching vectors for the title from different perspectives.

mt; = [mt}, mt?, ..., mt?] 8)

where i = 1,2, ..., L. Now we get the matching result vector between title and com-
ment: mt;. mt; is the matching result for one time-step, so we connect all the time-
steps’ results and get the matching results mt for the whole sentences. We can also
get other matching result ma (matching with abstract), ms (matching with other com-
ments) by the same way.

3. Combination Layer: The combination layer is to combine different components of
matching vectors into a vector for prediction. In our model, the popularity of news com-
ments can be measured from three aspects: informativeness, consistency and novelty.
The informativeness is represented by the mean-pooling of comment’s representation.

L ¢
Y.
R;, fo = % 9
In the previous layer, we get the matching result mt. Here we use another Bi-LSTM to

process the matching result:
S* = BiLSTM,(mt) (10

After this, we choose the last time-step of St from both directions to form the vector rt
for prediction. Similarly, we get ¢ and r*. The consistency is measured by the match-
ing result between comment and title(abstract). And the novelty is directly measured by
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the matching result between comment and surrounding comments.

Rcons = [rt7 ,r,a] (1 1)
R, ope = 7° (12)

Then we just connect all this three parts and get the final vector for prediction.
R= [Rinfm Rconsa Rnove} (] 3)

4. Output Layer: The out layer is to evaluate the probability distribution P(I|¢, a, ¢, s)
and output the prediction of comment label . In this layer, we simply use three layer
feed-forward neural network to predict the result.

p(l|e, t, a, s) = softmax(W,R + b,) (14)

4 Experiments

4.1 Experimental Details

We adopt the accuracy and macro-F; score as our evaluation metrics. The word em-
bedding with 200 dimensions is initialized using word2vec [9]. The hidden size of Bi-
LSTM is 200, and the number of layers is 2. We use the Adam [5] optimizer with
the initial learning rate o« = 0.001. Besides, the dropout regularization [12] with the
dropout probability p = 0.2 is used to reduce overfitting.

4.2 Baselines

We compare our model with the following baselines(Since all the neural network base-
lines are designed for the matching of two texts, we match the comments and the other
contexts as a whole when using them):

— Traditional machine learning methods: We choose several traditional machine
learning classifiers, including SVM, LogisticRegression (LR), and RandomForest
(RF). We use comment only for all these methods because these models can hardly
handle multiple inputs.

— Siamese-CNN (Sm-CNN): We use the Siamese framework [2] and use CNN to get
the text representation. All the texts get representations individually and then get
connected for prediction. The kernel size is 3,4,5, and the kernel number is 100.

— Siamese-LSTM (Sm-LSTM): Similar to Siamese-CNN, the only difference is that
we use LSTM to get the text representation. The hidden dimension of LSTM is 200.

— ARCH-II [4]: ARC-II is a text matching model which improves the traditional CNN
matching model by using a sliding window. This model and the following two
baselines are implemented using an open-source text matching toolkit MatchZoo*,
which integrate several text matching models.

*https://github.com/faneshion/MatchZoo
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Table 4. Comparison between our proposed model and the baselines on the test set.

Models|SVM| LR | RF |Sm-CNN|Sm-LSTM|ARC-II| MP |MV-LSTM BIMPM MTTM
Ace(%)|61.59|63.57(60.99| 65.68 66.17 | 67.23 |66.84| 66.52 67.48 | 70.75
F1(%) [71.18|74.41|70.57| 75.94 76.00 | 76.20 |74.68| 77.34 77.40 | 80.73

Table 5. The correlation analysis between human scoring and our model’s scoring in different
metrics. All the correlation is significant with p < 0.05 (Info denotes informativeness, Cons
denotes consistency, and Nove denotes novelty).

Correlation| Info Cons Nove Total
Spearman |0.740 0.574 0.610 0.689
Pearson |0.745 0.544 0.608 0.704

— MatchPyramid [11] (MP): MatchPyramid transfers the traditional sentence match-
ing task to an image recognition task.

— MV-LSTM [13]: The MV-LSTM model matches two sentences with multiple po-
sitional sentence representations.

— BIMPM [14]: BIMPM is a popular model to predict a label with matching two
sentences. This model can match two texts from multi-perspectives. We implement
this model according to the paper and related code.

4.3 Results

As is shown in Table 4 (All the results have passed the significance test), our proposed
MTTM model achieves the best performance in the main evaluation metrics. MTTM
can outperform both traditional machine learning methods and neural network meth-
ods. The BIMPM model has the best performance among all the baselines, and our
MTTM model achieves improvements of 3.27% accuracy and 3.33% F; score over the
BIMPM model. Compare to the existing text matching models, which usually focus on
the matching between two kinds of texts, the MTTM model pays more attention to the
difference of target texts and match the source text with each target text respectively.
The experiment result shows that this multi-target text matching mechanism can learn
better representation and improve the performance of classification.

4.4 Human Evaluation

In this paper, the popularity of comments is measured in three metrics: informativeness,
consistence and novelty. Here come two important questions: can these metrics mea-
sure the comment popularity of comment well? Moreover, does our model realize the

Table 6. Ablation Study. Performance on the test set when removing different parts of text.

Models Acc(%) F1(%)
Full Model 70.75 80.73
w/o title 70.10(4 0.65) 79.79({ 0.94)
w/o abstract 69.82({ 0.93) 79.07({ 1.66)
w/o surrounding comments 69.16({ 1.59) 79.56(] 1.17)
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Table 7. Performance on the test set with different number of surrounding comments.

Num [ 0 1 3 5
Acc(%)|69.16 68.22 69.53 70.75
F1(%) |79.56 78.59 79.18 80.73

measurement of the metrics successfully? Since these metrics are subjective, we use
human evaluation and statistical analysis to analyze two questions. We randomly select
120 examples from the test set, and we assign three annotators(recruit from undergradu-
ate of school) to evaluate the comments independently. Each comment is evaluated with
a 5-point Likert-scale in three metrics: the informativeness of comment itself, the con-
sistency between the comment and the news, and the novelty of comments compared
with the surrounding comments. We average three annotators’ scores for each metric to
obtain the human scores. The results are scaled to [0,10].

To answer the first question, we analyze the relationship between the human scores
and the popularity label of a comment. We conduct the independent sample ¢—test for
annotators’ score based on comment’s popularity label. The results show that there are
significant differences (p < 0.05) of the mean value of three human scores between
popular comment class and common comment class. It concludes that the metrics we
use in this work can measure the comment popularity well.

To analyze the second question, we obtain our model’s scores on three metrics by
mask different part of our model(set related matrix parameters to zero when predicting).
We scale the output probabilities to [0, 10] so that it is comparable to the human scores.
We conduct the correlation analyze between our model’s scores and the human scores.
We calculate the Pearson correlation coefficient and Spearman correlation coefficient
for all the three scores as well as the total score. The result is shown in Table 5. We find
that all these scores are significantly correlated (p < 0.05) between human and model’s
results. It concludes that our model realizes the measurement of three metrics success-
fully. Besides, among these three scores, the correlation coefficient of informativeness
is highest, which indicates that the informativeness is more important in our model.

4.5 Impact of Different Parts of Text

Here we explore the impact of model inputs to its performance by removing different
parts of the text. The result is shown in Table 6. As is shown in Table 6, the performance
of the model shows different degrees of decline when we remove different context text.
This shows that each input context is helpful for the classification and there are differ-
ences in the contribution of different context to the performance of the model. There
is the smallest decline in the model performance when removing the title of news. It is
reasonable because the news title tends to contain limited information.

4.6 Impact of the Surrounding Comment

In order to assess the novelty of comment, we also use the surrounding comments about
this news as input text. Here the impact of the number of the surrounding comments on
the model performance is further analyzed, and the related experiment result is shown in

9
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Fig. 2. Results of different types of news. The types from left to right are: health, technology,
world, finance, sports, society, entertainment and average result.Different colors represents dif-
ferent metrics.Horizontal line represents the average level.

Table 7. According to Table 7, we find that with the increase in the number of surround-
ing comments, the model performs better, which shows that the surrounding comments
are of great help for classification. The proposed model can refer to the surrounding
comments for analyzing the novelty of a given comment. The larger the number of
surrounding comments, the more input information can be enriched, leading to a more
accurate assessment of novelty. However, we find that when only one surrounding com-
ment is used, the performance of the model turns worse compared to using no surround-
ing comment. The reason is that the model suffers a significant variance in the case
where there is only one comment, making the novelty score inaccurately evaluated.

4.7 Error Analysis

We find that there are significant differences in the performance of the model on dif-
ferent type of news. In order to explore the impact of the news type, we select seven
different news types in our test set, and each type has at least several hundred samples.
The performance of the model on these seven different types of news is shown in Fig-
ure 2. According to Figure 2, we find that the performance of the model on world news
is better than average (accuracy 82.9% vs 70.8%, F score 90.3% vs 80.7%). However,
the model performance on the health news is worse than average (accuracy 61.2% vs
70.8%, F1 score 68.0% vs 80.7%).

To analyze this phenomenon, we first count the number of news in each type in our
training set. The result is shown in Figure 2. Moreover, we can see that the number of
world news is close to health news. At the same time, the number of entertainment news
is much larger than finance news, but they have a similar result in the test set. So we can
conclude that the number of examples in the train set has little influence. Then why the
results can be so different in world news and health news? We think it can be explained
that world news contains less professional knowledge. So it is easy to arouse the user’s
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resonance to give reasonable feedback. At the same time, less professional knowledge
makes it easy to capture the relevant semantic features, leading that the proposed model
can learn an effective pattern to perform classification. However, there is a large amount
of expertise in health news, leading to sparse data. Therefore, it is difficult for the model
to learn a unified pattern for classification, resulting in poor performance.

5 Related Work

There have been some studies about news comments. [8] try to extract opinion target
from news comments. Their method uses global information in news articles and con-
textual information in adjacent sentences of comments. [10] try to identify ‘‘good‘‘
online conversations. They build the Yahoo News comment threads Dataset and try to
find Engaging, Respectful, and Informative Conversations. This dataset handles a thread
of comment as a whole. [16] used a Graph-Structured LSTM to model the Reddit com-
ment thread structure. However, we focus on the direct news comments which users
read first and concern most. [6] also proposes a model to classifier the comments, and
they focus on constructive comments. The dataset they use is rather small and lacks
reliable annotation.

Siamese framework [2] is a classical method to deal with the Natural Language Sen-
tence Matching(NLSM) task. However, the mutual information between the two sen-
tences is lost in Siamese framework. [1] proposed Matching-Aggregation framework to
overcome this problem. [4] proposed ARC-II model, which connects the n-gram of the
two sentences and builds a 2D matrix first and then conduct matching. [11] proposed
Match-Pyramid model, which transfers the text matching to image recognition by cal-
culating the similarity matrix first. [15] find that attention architecture is helpful for the
matching result. [14] propose BIMPM model, and they match the two sentences in two
directions and multi-views on each hidden state of Bi-LSTM. [13] proposed the MV-
LSTM model matches two sentences with multiple positional sentence representations.

6 Conclusions

In this work, we propose the task of popular comment prediction and construct a large-
scale annotated dataset. We analyze the dataset and find the popularity of comments
can be measured in three aspects: informativeness, consistency, and novelty. In order to
measure three aspects above automatically, we propose a Multi-Target Text Matching
model. Experimental results show that our model’s scoring is highly correlated with
human scoring in three aspects. Besides, our model outperforms various baselines by a
large margin.
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