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Abstract. We analyze narrative text spans (also named as arguments)
in this paper, and merely concentrate on the recognition of semantic
relations between them. Because larger-grain linguistic units (such as
phrase, chunk) are inherently cohesive in semantics, they generally con-
tribute more than words in the representation of sentence-level text
spans. On the basis of it, we propose the multi-grain representation learn-
ing method, which uses different convolution filters to form larger-grain
linguistic units. Methodologically, Bi-LSTM based attention mechanism
is used to strengthen suitable-grain representation, which is concatenated
with word-level representation to form multi-grain representation. In ad-
dition, we employ bidirectional interactive attention mechanism to focus
on the key information in the arguments. Experimental results on the
Penn Discourse TreeBank show that the proposed method is effective.

Keywords: Implicit discourse relation recognition ·Multi-grain linguis-
tic units · Bidirectional interactive attention mechanism.

1 Introduction

Implicit discourse relation recognition is a foundational task of Natural Lan-
guage Processing (NLP), which aims to jointly infer semantic connectives and
logical relations between adjacent text spans (also named as arguments) accord-
ing to semantic information, syntactic information, related domain knowledge
and other clues. Implicit discourse relation recognition is helpful for many down-
stream NLP applications, e.g., question answering [8], machine translation [18],
sentiment analysis [20], information extraction [3], etc.

Penn Discourse TreeBank (PDTB) 2.0 [11] is a benchmark corpus for dis-
course relation recognition. It is mainly defined as four top classes, including
Comparison, Contingency, Expansion and Temporal. Previous research mainly
used linguistic features and supervised learning methods [7], and word pair made
great contributions in their work. Considering the example 1), we naturally infer
that the relation between the argument pair is Comparison by word pair (rose,
declined). However, word pair in some texts is relatively one-sided, as shown in
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example 2). The key word pairs are (good, wrong) and (good, ruined), and the
model may simply infer the relation type as Comparison. In fact, “not a good”
in Arg1 and “wrong”, “ruined” in Arg2 are composed as correct pairs, and then
we can correctly infer the relation as Cause based on it. Taking example 3) into
account, “not that significant” in Arg2 means a little significant instead of slight,
the word “not” modifies “that significant” rather than “that” or “significant”.
Thus, it is useful to deal with “not that significant” as a whole. On the basis, “no
effect” and “not that significant” are composed as a pair for relation inferring.
In short, some larger-grain linguistic units contribute more to the representa-
tion of an argument than words. Larger-grain linguistic units are combined with
words into multi-grain linguistic units. The units may contain richer semantic
information for the task of implicit discourse relation recognition.

1) [Manufacturers’ backlogs of unfilled orders rose 0.5% in September
to $497.34 billion]Arg1 [Implicit=but] [Excluding these orders, backlogs
declined 0.3%.]Arg2

Relation Type: Comparison

2) [Psyllium’s not a good crop]Arg1 [Implicit=because] [You get a rain
at the wrong time and the crop is ruined.]Arg2

Relation Type: Contingency.Cause

3) [The $40 million will have no effect whatsoever on the asset struc-
ture of Eastern’s plan]Arg1 [Implicit=because] [Forty million in the total
scheme of things is not that significant.]Arg2

Relation Type: Contingency.Cause.Reason

In this paper, we propose a method of multi-grain representation learning
for implicit discourse relation recognition. Convolutional operation can aggre-
gate information of words in a convolutional window. Thus, our method utilizes
different convolution filters to form larger-grain linguistic units of an argument.
Bi-LSTM based attention mechanism is used to strengthen suitable grained rep-
resentation which adjusts attention scores of current moment based on the states
of the previous moment. We finally obtain arguments represented by different
grained linguistic units. And then words are concatenated with them into multi-
grain representation which contains richer information. In addition, we introduce
the variant of bidirectional attention flow model (BiDAF) [17, 19], an interac-
tive attention mechanism in the field of reading comprehension, into our field as
argument interaction.

The rest of the paper is organized as follows. Section 2 summarily concludes
related work. Section 3 introduces our approach in detail. Section 4 presents the
experimental settings and result analysis. Section 5 concludes the paper.

2 Related Work

PDTB 2.0 which was released by Linguistic Data Consortim (LDC) in February
2008, is a large-scale annotated discourse relation corpus. Since the publication
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of the corpus, many researchers [7, 10] have achieved great results based on the
linguistic features and supervised learning methods. In recent years, methods
based on neural network [2] have achieved significant results in the NLP field.

2.1 Argument Representation

The foundation of the excellent model is representing arguments by an appropri-
ate way. Rutherford et al. [15] used Recursive Neural Network (RNN) to encode
context information. Lei et al. [6] combined topic continuity, semantic interaction
and attribution to enrich argument representation.

2.2 Argument Interaction

Argument interaction aims to obtain more semantic information, or enhance the
key information which can help relation classification between argument pairs.
Qin et al. [13] extracted features of the argument pairs through Convolutional
Neural Network (CNN), and introduced stacking gated neural architecture to
control argument interaction. Lei et al. [6] calculated relation scores between the
i-th word of Arg1 and the j-th word of Arg2 respectively over word embedding,
and obtained the interaction matrix which represented the relevance of corre-
sponding words in an argument pair. Chen et al. [2] utilized Gated Relevance
Network (GRN) to learn interaction between the argument pairs.

Attention mechanism has been widely used in NLP tasks recently. Zhou et
al. [21] proposed attention-based Bi-LSTM. Attention mechanism is a method
that imitates human reading habit of selectively focusing on partial information.
Liu et al. [9] held the idea that humans were unable to focus on important infor-
mation while read articles at once, thus they grasping the key information of the
article required repeated reading and dynamic attention for deciding which was
more important at next time. Liu et al. [9] proposed a model of multi-attention
mechanism, which achieved the state-of-the-art performance in terms of Tempo-
ral and Expansion. Guo et al. [4] proposed interactive attention mechanism.

3 Model

3.1 Overview

The overall architecture of our model is shown in Fig.1, which mainly consists
of three parts: word-level layer, larger-grain linguistic units layer and interactive
attention layer. In the word-level layer, we take each token of one argument as
the input sequence and feed the word of Arg1 and Arg2 to the Bi-LSTM layer.
The larger-grain linguistic units layer receives word as input. Firstly, the larger-
grain linguistic units are obtained by the convolutional operation with k filters,
forming k representations for each argument. Secondly, we utilize the Bi-LSTM
based attention mechanism to assign different weights to the k representation
of the argument. Furthermore, we sum the k representation up as the final
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Fig. 1. The overall structure of the model.

representation of the argument. In the interactive attention layer, we concatenate
word-level representation and the larger-grain representation as the multi-grain
representation, and set it as the input of interactive attention layer. We utilize
bidirectional interactive attention mechanism to determine which unit of an
argument should be focused on by the information of the other argument. A
Bi-LSTM layer and a softmax layer are followed up for the final classification.

3.2 Word Embedding

At the beginning, the words of Arg1 and Arg2 are encoded as fixed-dimensional
real-valued vectors by looking up pre-trained word embedding table. Let x1i (x2i )
be the i-th word vector in Arg1(Arg2).

XArg1 = [x11, x
1
2, ..., x

1
s] (1)

XArg2 = [x21, x
2
2, ..., x

2
s] (2)

where s denotes the length of an argument, which is fixed and the same for Arg1
and Arg2.
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3.3 Word-Level Representation

We set the word embedding representation of the argument as the input of the Bi-
LSTM, and obtain the hidden representation at each time. Then, we concatenate
these hidden states as the final word-level representation.

X ′Arg1 = BiLSTM(h1, XArg1, θ1) (3)

X ′Arg2 = BiLSTM(h2, XArg2, θ2) (4)

where h1, h2 are hidden states. θ1, θ2 are learnable parameters of Bi-LSTM.

3.4 Larger-Grain Representation

Larger-Grain Linguistic Units We take advantage of multiple convolutions
with different convolution filters. The convolution processes of Arg1 and Arg2
are as follows:

ci = f(w · xi:i+h−1 + b) (5)

Cj = [c1, c2, ..., cs] (6)

where xi:i+h−1 means word [xi,xi+1,...,xi+h−1]; h denotes the size of convo-
lutional window, and f(·) means non-linear function; ci is the i-th result of
convolution; s denotes the length of an argument, and [·] means concatenation
operation. Cj is a complete convolutional operation by a convolutional size.

We choose k convolution filters to convolute Arg1 and Arg2 respectively, and
then concatenate the k convolutional results as follows:

CArg1(2) = [C1, C2, ..., Ck] (7)

According to the above operations, we obtain k kinds of representations of
an argument which are concatenated by k kinds of larger-grain linguistic units.
The units are determined by the size of the convolution filters.

Selecting Appropriate Grained Linguistic Units From above sections,
we obtain new vectors CArg1 and CArg2 with k kinds of larger-grain linguistic
units. In order to select appropriate grained representation, we adopt Bi-LSTM
based attention here. At time t, we calculate the attention weights of different
granularities according to the previous hidden state ht−1 and the current k lin-
guistic units. As shown in Equation (9,10) [1], the more important granularities
at current time are given larger weights.

−→
h

1(2)
t =

−−−−→
LSTM(

−→
h

1(2)
t−1 , c

1(2)
t ,
−→
θ 3(4)) (8)

−→at1(2) = wT
1(2) tanh(wc1(2)c

1(2)
t + wh1(2)

−→
h

1(2)
t−1 ) (9)

−→at1(2) = softmax(−→at1(2)) (10)
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where
−→
h

1(2)
t is the forward hidden state of Arg1 and Arg2,

−→
θ 3(4) means the pa-

rameters of the Bi-LSTM. −→at1(2) is the attention score for forward direction, and
w1(2), wc1(2) and wh1(2)

are learnable parameters. Ct
i , in Equation (11) represents

the t-th slice of a convolution result. c
1(2)
t means concatenation of k larger-grain

linguistic units obtained by different convolution filters. Similarly, the way of
calculating reverse direction is as same as the forward.

c
1(2)
t = Ct

Arg1(2) = [Ct
1, C

t
2, ..., C

t
k] (11)

The new arguments representation are obtained by weighting the attention
mechanism. Then we obtain the larger-grain representation of each argument
via concatenating the forward attention result with the reverse one.

−→
ĉ

1(2)
t =

k∑
1

−→a 1(2)
t c

1(2)
t (12)

−→
P Arg1(2) = [

−→
ĉ

1(2)
1 ,
−→
ĉ

1(2)
2 , ...,

−→
ĉ 1(2)

s ] (13)

PArg1(2) = [
−→
P Arg1(2),

←−
P Arg1(2)] (14)

3.5 Multi-Grain Representation

The words are concatenated with larger-grain linguistic units, forming the en-
hanced multi-grain representation, which is merged word-level information with
larger-grain information.

TArg1 = [X ′Arg1, PArg1] (15)

TArg2 = [X ′Arg2, PArg2] (16)

3.6 Bidirectional Interaction Attention Mechanism

The argument representation obtained from section 3.3 to 3.5 only considers the
information of a single argument respectively, and ignore the interactive infor-
mation between the arguments. Thus, we utilize the interactive learning between
argument pairs for further learning. Here, we transfer BiDAF [17, 19] in read-
ing comprehension field to the field of discourse relation recognition. In reading
comprehension model, BiDAF is a bidirectional attention mechanism: Query-to-
Context and Context-to-Query. Because Query and Context play asymmetric
roles to the task, the methods of BiDAF calculating weights for Query and Con-
text are different. In the task of implicit discourse relation recognition, Arg1
and Arg2 are symmetric. So we transform BiDAF to bidirectional interactive
attention which is suitable for our task. Thus, each argument can obtain the
bidirectional interaction information based on the other argument, and give the
greater weights to the important compositions of the argument.
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T ′Arg1(2) = TArg1(2) ⊗ w1(2) (17)

M = T ′Arg1 ⊗ T ′Arg2 (18)

Matt = T ′Arg1 +M + T ′Arg2 (19)

OArg11(21) = softmax(Matt)⊗ TArg1(2) (20)

OArg12(22) = softmax(max(Matt))⊗ TArg1(2) (21)

AArg1(2) =[TArg1(2), OArg11(21), TArg1(2)�
OArg11(21), OArg11(21) �OArg12(22)]

(22)

where w1 and w2 are learnable parameters. Matt is a interactive matrix between
Arg1 and Arg2. OArg11 and OArg21 are the results for the first method of cal-
culating weights (Context-to-Query), and OArg12 and OArg22 are results for the
second (Query-to-Context).

The final representations of arguments are obtained through Bi-LSTM (cal-
culation as section 3.3), which are denoted respectively as H1 and H2. Concate-
nating them into H is as the input of a full-connection layer for feature extraction
and dimensionality reduction. Finally, we feed the feature vectors to the softmax
layer for classification.

3.7 Model Training

For training, the object is the cross-entropy loss with L2 regularization as follows:

E(ŷ, y) = −
s∑
j

yj × log(Pr(ŷj)) (23)

J(θ) =
1

m

m∑
k

E(ŷ(k), y(k)) (24)

where Pr(yj) means the probability of assigning the instance to label j, y(k) is
the gold labels and ŷ(k) is the predicted ones.

4 Experiment

4.1 Dataset and Evaluation Metric

In order to verify the effectiveness of our method, we make use of PDTB 2.0,
which is divided into three parts from Rutheford [16], including training set
(Section 2-20), development set (Section 0-1) and test set (Section 21-22). All
instances test four top-level relation types: Comparison (Comp.), Contingency
(Cont.), Expansion (Expa.) and Temporal (Temp.).

The instance number of four types in PDTB is unbalanced. We separately
train one-vs-other binary classifiers for each of four discourse relations. A feature
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of PDTB dataset is that some instances are annotated as more than one discourse
type. We deal with the situation by the way that if the classifier predicts the
instance as one of the annotated types, then the prediction will be regarded as
correct. We adopt F1-scores for model evaluation.

4.2 Parameter Settings

For the hyper-parameters of the model, we fix the length of arguments to be
80 by truncating the longer arguments and zero-padding the shorter arguments.
The word embedding is initialized with pre-trained word vectors using word2vec1

and unknown words are randomly initialized, and dimensionality setting as 300.
After word embedding, we apply dropout and set dropout rate as 0.5. We adopt
Momentum [12] with learning rate 0.001 and batch size 90 to train the model.

In the larger-grain linguistic units layer, the convolutional operation uses
three groups of 50 filters with filter window sizes of (2,4,8). In the granularities
selection layer, the hidden state number of Bi-LSTM is set as 300.

4.3 Overall Performance

We compare our performance with the following state-of-the-art methods, and
divide them into two classes. 1) Argument Semantic Learning: Ji2015 [5] used
RNN to encode argument representation and entity that was based on syntax
analysis. Qin2016 [13] took advantage of CNN to extract features of argument
pairs. Qin2017 [14] designed adversarial connective-exploiting networks, which
were learned connective features to implicit discourse relation network by ad-
versary between implicit discourse relation network and discriminator. From
linguistic point of view, Lei2018 [7] combined linguistic features. 2) Argument
Interactive Learning: Chen2016 [2] utilized GRN to capture semantic interac-
tion between arguments, and utilized the pooling layer to aggregate interactive
information. Liu2016 [9] designed multiple attention model for adjusting the
most relevant information that should be focused on. Guo2018 [4] proposed
interactive attention mechanism to integrate the information of argument pairs
into Bi-LSTM so as to get argument representation.

Table 1 shows the overall performance on F1-scores. Lei2018 conducted a
comprehensive analysis on PDTB through learning corpus, that their method
combined linguistic features such as topic continuity, semantic interaction and
attribution. The performance of Lei2018 surpasses our method in Contingency.
Our method surpasses the performance of theirs in other relations. All in all, our
method that integrating all components obtains state-of-the-art results in terms
of Contingency, Expansion and Temporal among the compared models.

The following reasons may explain the performance of our method: 1) In
this task, larger-grain linguistic units are semantically cohesive, which contains
more useful information than some words. 2) Multi-grain representation consists
of word-level representation and larger-grain representation. It can supplement

1 http://www.code.google.com/p/word2vec
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Table 1. The performances of different approaches on the top classes in PDTB in
terms of F1-scores(%).

Model Comp. Cont. Expa. Temp.

Ji2015 35.93 52.78 - 27.63
Qin2016 41.55 57.32 71.50 35.43
Chen2016 40.17 54.76 - 31.32
Liu2016 39.86 54.48 70.43 38.84
Qin2017 40.87 54.56 72.38 36.20
Lei2018 43.24 57.82 72.88 29.10
Guo2018 40.35 56.81 72.11 38.65
ours 45.10 54.72 73.3 40.18

richer information than single word. 3) Bidirectional interactive attention mech-
anism can assign more attention to keywords in argument pairs.

4.4 Our Results and Analysis

In order to verify the effectiveness of the method for larger-grain linguistic units,
multi-grain representation learning and the bidirectional interactive attention
mechanism, we design five sets of experiments, and the results are shown below.

Table 2. The effects of different components in terms of F1-scores(%).

Model Comp. Cont. Expa. Temp.

Word-level(basic model) 34.67 42.65 68.73 28.03
LGLU-level 35.56 45.02 69.98 30.47
Word+LGLU 37.70 50.17 70.99 34.99
Word+Interaction 40.16 53.21 70.02 38.07
Word+LGLU+Interaction 45.10 54.72 73.30 40.18

• Basic Model: we choose Bi-LSTM as the baseline model. It directly en-
codes Arg1 and Arg2, and then concatenates them for relation classification.
This is an experiment based purely on word-level representation.

• Larger-Grain Linguistic Units (LGLU): mainly includes multiple con-
volutional operations and Bi-LSTM based attention. This is an experiment
based on larger-grain representation that directly classify by larger-grain lin-
guistic units embedding.

• Word+LGLU: concatenates word information and larger-grain represen-
tation into multi-grain representation. So as enhancing argument represen-
tation. By means of the comparison between the first experiment and the



10 Y. Sun et al.

third, the performance of the third experiment has been improved among
four relations, the F1-scores have increased by 3.03%, 7.52%, 2.26% and
6.96% respectively. For example, example 4) is classified correctly in the third
experiment, while wrongly in basic experiment. We infer that our method
aggregates “While not specifically mentioned” into a whole by filter size 4. It
contains more useful information than single word “mentioned”. If the model
classifies via words, “not” and “mentioned” may be disturbed by “specifi-
cally”. Thus, larger-grain linguistic units are semantically cohesive, and the
proposed situation in section 1 is relieved to some extent by our method.

• Word+Interaction: when the model learns which compositions are more
important in Arg1, the information of Arg2 is used to help model adjust-
ment by calculating interactive attention score (similar operation on Arg2).
From the performance, the F1-scores of the fourth experiment are 5.49%,
10.56%, 1.29% and 10.04% higher than the performance of baseline model
among four relations. In the first experiment, each word is considered to have
the same contribution to infer correct discourse relations, and significant in-
formation is not highlighted. Bidirectional interactive attention mechanism
relieves the problem. The attention mechanism adjusts the key information
of its own through learning information of the other argument, so the clas-
sification performance has been substantial improved.

• Word+LGLU+Interaction: compared with the third experiment, the
fifth one adds bidirectional interactive attention mechanism. Compared with
the fourth experiment, the fifth one adds larger-grain linguistic units. Consid-
ering example 5), which is classified wrongly in the basic experiment. In the
fifth experiment, the larger-grain linguistic unit “question the authenticity”
and the word “instead” are composed as a pair to help correctly classify.
The performance exceeds fore four sets experiments. It is further proofed
that the effectiveness both of larger-grain linguistic units and bidirectional
interactive attention mechanism.

4) [While not specifically mentioned in the FBI charges, dual trading
became a focus of attempts to tighten industry regulations]Arg1 [Implicit=as]
[Critics contend that traders were putting buying or selling for their own
accounts ahead of other traders’ customer orders.]Arg2

Relation Type: Contingency.Cause.Reason

5) [scholars question the authenticity of the Rubens]Arg1 [Implicit=as]
[It may have been painted instead by a Rubens associate.]Arg2

Relation Type: Contingency.Cause.Reason

According to the above five experiments, it can be proofed from the improved
F1-scores: 1) The larger-grain linguistic units are semantically cohesive, some
larger-grain linguistic units contribute more to discourse relation recognition
than words. 2) The method of multi-grain representation learning is effective. 3)
Each word in an argument has different contribution to judge discourse relation
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type. The bidirectional interactive attention mechanism proposed above can help
model focus on the information which is effective for the classification.

5 Conclusion

In this paper, we propose a multi-grain representation learning method for
implicit discourse relation recognition. The method can automatically obtain
larger-grain linguistic units without extracting phrases or chunks by data pre-
processing. The multi-grain representation is able to capture complete informa-
tion of the argument. The bidirectional interactive attention, which is a variant of
BiDAF, performs better for information interaction. Experimental results show
that the proposed method improves performance among four relation types and
obtains comparability compared with the state-of-the-art methods.
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