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Abstract. Relation extraction is an important task in NLP for knowledge graph
and question answering. Traditional relation extraction models simply concate-
nate all the features as neural network model input, ignoring the different con-
tribution of the features to the semantic representation of entities relations. In
this paper, we propose a feature-level attention model to encode sentences, which
tries to reveal the different effects of features for relation prediction. In the exper-
iments, we systematically studied the effects of three strategies of attention mech-
anisms, which demonstrates that scaled dot product attention is better than oth-
ers. Our experiments on real-world dataset demonstrate that the proposed model
achieves significant and consistent improvement in the relation extraction task
compared with baselines.

Keywords: Relation Extraction · Feature-level Attention · Attention Strategies.

1 Introduction

Relation extraction (RE), is defined as the task of extract relational facts from plain text.
The goal of relational extraction is to extract relationships between entities mentioned
in text, such as LiveIn (person, location) or Founder (person, company). It is a cru-
cial task in natural language processing (NLP) field, particularly for knowledge graph
completion and question answering.

Researchers have added many extra features (e.g. part-of-speech, wordnet, named
entity recognition, parse tree, etc.) beyond n-grams when utilizing traditional machine
learning to perform relational extraction tasks [6,10], which has proven to be effective.
In recent years, deep learning methods have been widely used for RE, that is, using neu-
ral networks to modeling relation extraction tasks. Neural relation extraction methods
can be divided into two classes: (1) convolutional neural networks [15,26]. (2) sequence
modeling: recurrent [23,28] and recursive [5,19] neural networks.

However, whether traditional machine learning or deep learning method, these mod-
els simply concatenate all the features involved [9,11,12] as the input representation of
the model, without taking into account the different contribution of different features to
the relation extraction task. As shown in Fig. 1, for the first sentence, the region features
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for words sequence (part of red color) clearly express the Contains relationship, but in
the second sentence, the lexical feature and position feature give more cues to predict
the relationship between entities. Therefore, in this paper, we proposed a feature-level
attention model to encode sentence, which reveals the effects of features for relation
extraction. The attention mechanism actively adjusts the weight of features based on
context rather than simply concatenating multiple features directly.

   1.  Thailand is the cheapest market in Asia, and we 're pretty fully invested there, he said.

2.  … on sunday to deliver a speech -- about selma … university of california, berkeley.

Fig. 1. The triple of these examples is Contains (location, location).

The contributions of this paper are summarized as follows:

– We proposed a feature-level attention model to encode sentence, which focuses on
the contribution of different features to relation extraction, instead of the simple
concatenation.

– To select the attention strategy that is more suitable for relation extraction, we sys-
tematically studied the effectiveness of the three score functions of attention mech-
anism, and found that the scaled dot product strategy achieves the best performance.

– In the experiments, we compared our feature-level attention model with other base-
lines of different granularity, and our model achieved the best results.

2 Related Work

2.1 Sentence Features for Relation Extraction

An important challenge in modeling relational extraction tasks is to design and select
common, high-quality features. Many traditional machine learning approaches [6,10]
described various useful features for relation extraction, such as words, entity type,
mention level, overlap, dependency, parse tree, etc. However, these features are calcu-
lated based on existing NLP tools, so inevitably lead to error accumulation. Therefore,
in recent years with deep learning methods being widely used in various fields of natural
language processing, researchers [11,26] have attempted to use only the necessary basic
features (usually word embedding feature and position feature) as input representations
of neural network models, and gradually ignore artificially constructed features.

However, whether traditional machine learning or deep learning method, these mod-
els only simply concatenating all the features used, and then directly as the input repre-
sentation of the model, without considering the contribution of different features to the
relation extraction task is not equal. In this paper, we present a feature-level attention-
based model that focuses on the contribution of different features to relation extraction.
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2.2 Attention Mechanism on Relation Extraction

Bahdanau et.al. [1] proposed the attention mechanism in machine translation, which
was later popularly in text summaries [18], image captioning [24], etc. and achieved
great success. Besides, many formulas for calculating attention scores have been pro-
posed. Common choices [13] include additive, multiplicative, multi-layer perceptron,
hierarchical attention, self-attention, and more.

In addition, the use of attention mechanisms at different granularities is widely
adopted by RE. Lin et al. [11] proposed a sentence-level attention-based model for
instances selection to reduce the noise of distant supervision. Based on the research
of [11], Liu et al. [12] and Jat et al. [9] proposed entity-pair level soft labeling method
and word-level attention-based model for distant supervised relation extraction, respec-
tively. In this paper, in order to extract the semantic relations in sentences more exactly,
we propose a feature-level attention model for relation extraction.

2.3 Distant Supervision Relation Extraction

Supervised models [4] usually require large amounts of high-quality annotated data
for relation extraction. To avoid the laborious and expensive task of manually building
dataset, Mintz et al. [14] proposed a distant supervision approach for automatically gen-
erating adequate amounts of training data. However, distant supervision assumes that if
two entities have a relationship in knowledge bases (KBs), then all sentences containing
these two entities have a certain relationship, it inevitably suffers from the wrong label-
ing problem. To alleviate this problem and denoise, the multi-instance learning [17]
framework is applied as a basic module in many researches works [2,8,11,21,25,26]
of distant supervision. Our work continues these frameworks and try to improve the
performance.

3 Overview

The neural relation extraction aims to predict the relation for the entity-pair via a
neural network. In practical applications, obtaining a large amount of manually con-
structed training data is very expensive and cumbersome, distant supervision methods
are popular latterly. Following Riedel et al. [17], Lin et al. [26], we utilize the multi-
instance learning framework and instance selector to alleviate the wrong labelling prob-
lem of distant supervised relation extraction. In our experiments, we utilized the NYT10
dataset, which was automatically generated using the distant supervision paradigm [14].

In this section, we first introduce the basic notations and the features referred, and
then present the overall framework of our approach for relation extraction, starting with
notation.

3.1 Notations

Knowledge Graph. A Knowledge Graph is defined asG = (V,E, F ), where V ,E, and
F represent the collections of entities, relations, and facts, separately. For a relational
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Fig. 2. The architecture of Feature-level Attention model.

fact (h, r, t) ∈ F of a sentence, h ∈ V and t ∈ V represent the head entity and tail
entity of the sentence, and r ∈ E denotes that the relation r in the entity pair (h, t).

Entity-Pair Bag. In multi-instance learning framework, all instances in a dataset
are divided into multiple entity-pair bags {B1, B2, B3, . . .}, where each bag Bi cor-
responds to multiple instances {s1, s2, s3, . . .} of a same entity-pair (hi, ti). For each
instance si that contains multiple words, we denote that si = {w1, w2, w3, . . .}.

3.2 Input Features

Word embedding feature is proposed by Hinton [7]. Given a sentence s = w1, w2, . . . , wn,
we adopt pretrained word embedding to transform each word wi, denoted by sw.

Position feature is proposed by Zeng et al. [27], which aims to point out the relative
distances from the word to head entity and tail entity in the sentence. Each word has
two relative distances, denoted by sp1, sp2, separately.

Lexical feature. We using the existing NLP tools1 to calculate the lexical features
of the sentence, including part-of-speech tagging and named entity recognition, denoted
by slp, sln, respectively.

Region feature. In relation extraction, input sentence is divided into three regions
by its corresponding entity pair. We extend this clue to region features. For example,
for the sentence “. . . the former Pairs home of the duke of westminster , a short walk
from the tuileries gardens and the Louvre, is offering . . . ”, the word before Pairs in the
sentence is in the left area, recorded as 0, the word between Pairs and Louvre is in the
middle area, recorded as 1, and the word after Louvre is in the right area, recorded as
2. We further exploit the region feature as a component of the input representations of
sentences, denoted by sr.

1 http://www.nltk.org
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3.3 Framework

As shown in Fig. 2, our model contains three modules, named Feature-level Attention
Module, Neural Network Encoder, and Instances Selector. We describe them in the
subsequent sections.

Feature-level Attention Module. In this module, we utilize the attention mech-
anism to calculate the weight of features. The weight of each feature represents the
contribution of the feature to the semantic relationship of the sentence. This module
will be described in detail in Section 4.1 below.

Neural Network Encoder. For the input representation computed by Feature-level
Attention Module, we employ an extension convolutional neural network (PCNN) to
obtain the sentence representation. More detail is shown in Section 4.2.

Instance Selector. When the entire sentences representation is learnt in the cor-
responding bag, we utilize selective attention paradigm to select the instances which
really express the semantic relation. Please refer to Section 4.2 for details.

4 Methodology

Given an entity pair (h, t) and its corresponding bag B partitioned by multi-instance
learning framework, the purpose of neural relation extraction model is to measure the
conditional probability p(r|B, θ) of relation r ∈ R via a neural network.

In this section, we first introduce our Feature-level Attention method applied to the
input representation and then we employ the neural architecture: PCNN [26] as the Neu-
ral Network Encoder and selective attention [11] as the Instance Selector, described in
detail in Section 4.2. Fig. 2 shows the architecture of our method for distant supervised
relation extraction. The leftmost side is the attention features module we proposed, and
the rest part is the basic neural architectures.

4.1 Feature-level Attention

Given a sentence s = {w1, w2, . . . , wh, . . . , wt, . . .}, it contains two entities (wh, wt),
and the initial representation x is composed of four input features (i.e. word embed,
region, position and lexical). We fixed the dimension of input features to ds and utilized
the attention mechanism to obtain the weight α of each feature. As described in the
transformer [22], the attention mechanism can be described as mapping a query and a
set of key-value pairs to an output. That is, the computation of the attention mechanism
consists of three matrices (i.e. K,V , and Q), as shown in Fig. 3.

In calculation, the input component keys, values, and queries are all matrices, which
are represented by K,V , and Q respectively. The output matrix g is computed as a
weighted sum of values. The formalization of attention mechanisms is defined as:

e = score function(K,Q) (1)

g =
∑

softmax(e)V (2)

where e is the attention score calculated using the scoring function, and g is the input
representation after encoding with attention.
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While various existing scoring strategies [13,22] could be deployed in this setup,
we explored these different strategies. Three scoring strategies are easily implemented
in most common neural models for relation extraction.

Scaled Dot Product: This method adds a scaling factor 1/
√
ds to prevent the soft-

max function pushed into small gradients region, which is a variant of dot product
attention [22]. Formalized as:

score function(K,Q) =
QKT

√
ds

(3)

where K = V = x, and following the translation-based knowledge graph method [3],
we use the difference tensor of entity word embedding to represent the relationship (i.e.
Q = wh −wt).

Additive Attention: The additive method introduces parameter matrices W 1, W 2

that uses a feed-forward network instead of dot-product to compute attention scores [13],
K and Q are identical to the dot product method.

score function(K,Q) = W T
1 tanh(W 2[Q,K]) (4)

Self-Attention: For the general dot-product or additive method, they must employ
the difference tensor of entities embedding to estimate the relationship Q, which in-
cludes noise. In self-attention, only the initial representation x of the sentence are in-
volved to compute the attention score, defined as:

Q = W qx, K = W kx, V = W vx (5)

where W q , W k, and W v are parameter matrices, and the specific formula for attention
score can adopt additive or dot-product method.

4.2 Neural Architectures

Neural Network Encoder: We fusion all the input features to compute the input rep-
resentation g={w1,w2,w3. . . ,wn},wi ∈ Rds (see section 4.1), then we adopt an ex-
tension convolutional neural network PCNN [26] to encode input representations into
sentence embeddings.

For the convolution operation, the window size of the convolution kernel is defined
as l, then the vector of the concatenation of words within the i-th window (qi ∈ Rds×l)
can be defined as:

qi = wi:i+l−1; (1 ≤ i ≤ n− l + 1) (6)
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We further define the convolutional matrix is W c ∈ Rdc×(ds×l) and bias vector is
b ∈ R, where dc is the sentence embedding size. The output for the i-th filter ci =
[W cq+b]i. Afterwards, a piecewise max-pooling is used to divide the convolution filter
ci into three regions {ci,1, ci,2, ci,3} by two entities. The final sentence embedding s is
defined as:

si = [max(ci,1),max(ci,2),max(ci,3)] (7)

Instance Selector: Given the entity pair and its bag of instancesB = {s1, s2, . . . , st},
we obtain the instance embeddings {s1, s2, . . . , st} using encoder layer. Instance se-
lector aims to compute the textual relation representation u over all the instances in
the bag, we use selective attention schema [11] to measure the attention score θi for
instances in the bag.

u =
∑
i

θisi, θi =
exp(siAqr)∑
z exp(szAqr)

(8)

where A is the weight matrix and qr is the relation query vector associated with relation
r ∈ R.

4.3 Optimization and Implementation Details

Here we introduce the learning and optimization details for our feature attention model.
For the output u of the Instances Selector module, we adopt a softmax layer to

measure the conditional probability p(r|B, θ),

p(r|B, θ) = exp(or)∑
z∈R exp(oz)

, o = Mu + d (9)

where o is the output score of all relation types, M is the representation matrix and d is
bias vectors.

Given the set of entity-pair bags π = {B1, B2, . . .} and corresponding label set
{r1, r2, . . .}, the loss function is given as,

J(θ) = −
|π|∑
i=1

log p(ri|Bi, θ) (10)

For the implementation, we apply dropout regularization [20] on the output layer of our
models to guard against overfitting.

5 Experiments

5.1 Dataset and Evaluation Metrics

We performed experiments on the NYT10 dataset and adopted cross-validation to evalu-
ate our feature attention method. The dataset2 is constructed by aligning Freebase triple

2 http://iesl.cs.umass.edu/riedel/ecml/
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with the New York Times (NYT) corpus, which is developed by Riedel et.al. [17], where
sentences from the year 2005-2006 are used for building the training set and from the
year 2007 for the testing set.

NYT10 dataset contains 53 relations including an NA relation that indicates that
there is no relation in the instance, and the dataset is commonly used in related works.
The training set contains 522,611 sentences, 281,270 entity pairs and 18,252 relational
facts. The testing data contains 172,448 sentences, 96,678 entity pairs and 1,950 rela-
tional facts.

5.2 Baselines

To evaluate our approach, we compared the following baselines:
Mintz [14] is a logistic regression model for distant supervision paradigm.
MultiR is proposed by Hoffmann et al. [8], which is a probabilistic, graphical model

for multi-instance learning.
MIML [21] proposed a multi-instance multi-label model for distance supervision.
PCNN [26] is an extension to convolution neural network, which employ a piece-

wise max-pooling layer for instance embeddings.
PCNN+ATT [11] proposed a sentence-level attention mechanism for instance se-

lection.
PCNN+ATT+SL [12] employs an entity-pair level soft-label method to dynami-

cally reduce the noise of the wrong annotations.
BGWA [9] is a word-level attention approach based on Bi-GRU.
AFPCNN is proposed by us, using extra features and feature-level attention method

to encode sentences. More details in Section 4.1.

5.3 Parameter Settings

For the experiment, we utilized glove [16] that trained the word embedding on New
York Times Corpus, which has ds = 50 dimensions. We compared the score function of
attention module among self-attention, additive, scaled dot product, and the best one is
scaled dot product. For model parameters, we empirically set the batch size Bs = 160,
the learning rate λ = 0.2, decay rate ε = 10−9, the window size l = 3 of convolution
kernel, and the sentence feature maps dc = 230. In training, we employed the dropout
strategy to guard against overfitting and take SGD as the back-propagation algorithm.

5.4 Effect of Feature-level Attention

To demonstrate the validity of the proposed approach, we compare it with the previous
baselines (See section 5.2), the Precision-Recall curves is shown in Fig. 4. To measure
the contribution of each feature to the relation extraction, we set the dimensions of all
features to 50 and using scaled dot product as the score function of attention. Overall,
our models achieved higher AUC values and F1 scores on the NYT10 dataset. More
detailed P@N metric with N = {100, 200, 300} and the Area Under the Precision-
Recall Curves are shown in Table 1.
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In Fig. 5, we explore the experimental results from the perspective of model gran-
ularity. We compare our feature-level relation extraction model (AFPCNN) with other
levels of models, where PCNN+ATT is a sentence-level model, PCNN+ATT+SL is
an entity-pair level model, and BGWA is a word-level model. Among these different
granularity models, AFPCNN has achieved significant improvements in recall metric.
The best results are highlighted using bold fonts.

Table 1. AUC values, F1 scores, and P@N results of the proposed method and various baselines.

Models
Metrics (%))

AUC F1 score P@100 P@200 P@300 Mean
Mintz [14] 10.6 24.3 51.8 50.0 44.8 48.9
MultiR [8] 12.6 27.5 70.2 65.1 61.7 65.7
MIML [21] 12.0 25.3 70.9 62.8 60.9 64.9
PCNN [26] 32.5 39.2 72.3 69.7 64.1 68.7
PCNN+ATT [11] 34.8 42.3 76.2 73.1 67.4 72.2
BGWA [9] 36.0 43.1 75.2 74.1 71.4 73.6
PCNN+ATT+SL [12] 38.6 43.7 78.2 74.7 72.1 75.3
AFPCNN (Ours) 40.3 45.1 84.2 78.1 76.4 79.6

5.5 Discussion of different Attention Strategies

Different attention strategies have various formulas to compute attention scores. Our
experiments compared these types on the AFPCNN model and found that the scaled dot
product method is the least expensive and best-performing one, as shown in Table 2.

Table 2. AUC values, F1 scores, and P@N results of the proposed method and various baselines.

Attention mechanisms AUC (%) F1 score (%) Time (min)
Additive Attention 38.3 44.2 220
Self-Attention 39.1 43.9 260
Scaled dot product 40.3 45.1 200

6 Conclusion and Future Works

In this paper, we proposed a novel attention-based feature combination method and
adopted a sentence-level region feature for input representations, which produced a
more reasonable sentence encoding for neural relation extraction models. Experiments
have shown that our approach achieves significant improvements compared with the
baseline models.

In future, we will work in the following aspects:
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Fig. 4. Precision-recall curves for our models and various baseline models.

Fig. 5. Precision-recall curves for our feature-level model and other level models
(PCNN+ATT+SL: entity-pair level, BGWA: word-level, PCNN+ATT: sentence-level).
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(1) The proposed feature-level attention approach is extensible, and we will explore
more features in the feature-level attention module and apply to other NLP tasks.

(2) The multi-instance learning framework is an effective way to reduce the noise
for distant supervision. However, from the experimental results and previous work, the
noise is far from being eliminated, so we will keep on the research of denoise methods
for distant supervision.
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