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Abstract. Due to the lack of large scale datasets, it remains difficult
to train neural Query-focused Multi-Document Summarization (QMDS)
models. Several large size datasets on the Document-based Question An-
swering (DQA) have been released and numerous neural network models
achieve good performance. These two tasks above are similar in that they
all select sentences from a document to answer a given query/question.
We therefore propose a novel adaptation method to improve QMDS by
using the relatively large datasets from DQA. Specifically, we first design
a neural network model to model both tasks. The model, which consists
of a sentence encoder, a query filter and a document encoder, can model
the sentence salience and query relevance well. Then we train this model
on both the QMDS and DQA datasets with several different strategies.
Experimental results on three benchmark DUC datasets demonstrate
that our approach outperforms a variety of baselines by a wide margin
and achieves comparable results with state-of-the-art methods.

Keywords: Document-based Question Answering·Query-focused Multi-
Document Summarization · Task Adaptation.

1 Introduction

Automatic document summarization aims to rewrite a document (or documents)
into a short piece of text while still retaining the important content from the orig-
inal. Query-focused Multi-Document Summarization (QMDS) moves one step
further, which produces a summary that not only reflects the original docu-
ments but also is relevant to the given query. Methods used for QMDS can be
grouped into two categories: extractive QMDS and abstractive QMDS. The ex-
tractive QMDS copies parts of original documents (usually sentences) as their
summaries while its abstractive counterpart can generate new words or phrases,
which do not belong to the input documents. Abstractive methods, which is
usually based on the sequence to sequence learning, still cannot guarantee the
generated summaries are grammatical and conveys the same meaning as the
original documents do. Therefore, we focus on the extractive QMDS method.



2 W. Li et al.

In the past years, numerous extractive QMDS methods have been developed.
Early attempts mainly focus on feature engineering, where features such as sen-
tence length, sentence position, TF-IDF are utilized [13, 11]. Recently, neural
network models for extractive summarization attract much attention [3, 2, 17],
which are data-driven and are usually needed to be trained on hundreds or
thousands of training examples. Unfortunately, the datasets available for train-
ing QMDS models are quite small. For example, the numbers of topic clusters
are only 50, 50 and 45 in the DUC 2005, 2006 and 2007 datasets, respectively
(see details in Section 3.1). The lack of enough training data has become the
major obstacle for further improving the performance.

On the other hand, Document-based Question Answering (DQA) datasets
have exactly the same format as the QMDS datasets. Given a document, the
DQA task (also known as sentence selection) is first to score and then select the
high score sentence as the predicted answer of a given question. Especially, there
are several large-scale, high-quality datasets for DQA (i.e., SelQA [7]). Moreover,
we can easily transform reading comprehension datasets (i.e., SQuAD [16]) to
the format of DQA via distant-supervised methods.

With further analysis on the DQA and QMDS datasets, we find that this
two kinds of data have similar question length (about 10 words) and document
length (about 30 sentences). Considering the similarities of two tasks, we aim to
improve the QMDS task with the DQA task.

Specifically, we design a neural network architecture, suitable for both tasks,
which mainly consists of a sentence encoder, a query filter and a document
encoder. It should be noted that although both tasks share the same network
but with different training objectives. Therefore, we propose a novel adaptation
method to apply pre-trained DQA models to the QMDS task. We conduct exten-
sive experiments on the benchmark DUC 2005, 2006 and 2007 datasets, and the
experimental results demonstrate our approach obtains considerable improve-
ment over a variety of baselines and yields comparable performance with the
state-of-the-art results.

Our contributions in this paper can be summarized as follows:

– To the best of our knowledge, we are the first to investigate adapting DQA
to the QMDS task.

– We propose a neural network model for both DQA and QMDS tasks and
explore a novel adaptation method to improve QMDS with DQA.

– Experimental results validate the efficiency of our proposed approach, which
outperforms a variety of baselines.

2 Method

In this section, we first formally define the task, then we introduce the details
of our summarization model, and finally, we present the adaptation method to
leverage DQA models.
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Fig. 1. Framework of our proposed neural network model for QMDS (also suitable for
DQA).

2.1 Task Formulation

As mentioned earlier, our model is an extractive model. Given a document cluster
(usually contains multiple documents) and a query, our model selects a subset
of sentences from the cluster as its summary.

Let D = (S1, S2, . . . , S|D|) denote a document in the given document cluster
and Si = (wi1, w

i
2, . . . , w

i
|Si|) a sentence in D. Let Q = (wq1, . . . , w

q
|Q|) denote a

query for the cluster. Our summarization model is expected to assign a score
δ(Si, Q,D) for each sentence Si. Finally a subset of sentences in the document
cluster is selected according to δ(Si, Q,D) and other constraints as the summary
(details of our sentence selection strategies are in Section 2.4).

2.2 Model

Since the extractive model aims to select sentences from the document, it is
crucial to model the document well firstly. It is well known that a document is
hierarchically structured. Especially, a document is composed of sentences, and
each sentence is composed of words. To leverage the hierarchical structure, as
shown in Figure 1, we design a hierarchical neural model, where the word level
encoders (Query Filter and Sentence Encoder) aim to learn representations of
the query and each sentence in a document and the document level encoder
(Document Encoder) aims to learn the representation of the document. In the
following, we will describe each component of our model in detail.

Sentence Encoder As mentioned earlier, the sentence-level encoder learns to en-
code a sentence in a document. We opt for a bidirectional Gated Recurrent
Unit (BiGRU) [5] network because it is capable of creating context depen-
dent representations for each word. Given the embeddings of a sequence words
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(w1, w2, . . . , wS) (denoted as (e1, e2, . . . , eS , )), a Bi-GRU, which contains two
GRUs, processes a sentence in both left-to-right and right-to-left directions and
yields two hidden sequences (hf1 , h

f
2 , . . . , h

f
S) and (hb1, h

b
2, . . . , h

b
S). The final rep-

resentation of wj is the concatenation of hfj and hbj . Now we apply BiGRUs
(with different parameters) to a sentence Si and also to the query Q and obtain
(hi1, . . . , h

i
|Si|) and (hq1, . . . , h

q
|Q|).

Query Filter In query-focused summarization, as its name implies, the document
cluster must be summarized according to the query. Information selection is
crucial in this task. We therefore design a Query Filter component to inject
such information into document/sentence encoding. Specifically, we apply an
attention model [12] upon the Sentence Encoder. Let M ∈ R|Q|×|Si| denote the
attention score matrix between the query Q and a sentence Si in a document
and Mm,n an element in M . The computation of Mm,n is as follows:

Mm,n =
exp(hqmW hin

T
)∑|Q|

k=1 exp(hqk W hin
T

)
(1)

where hqm is the representation of the mth word in query Q and hin is the repre-
sentation of the nth word in sentence Si.

Once we have obtained the attention matrix M , we are ready to compute
the new sentence encoding, which includes the query information. We inject the
query information into the representation of each word in Si using attentions
from word representations of Q:

vij =

|Q|∑
k=1

Mk,j · hqk (2)

The final representation of a word wij in Si is a concatenation of hij and vij as
well a couple of binary operations between them:

f ij =
[
vij ;h

i
j ; v

i
j � hij ; vij + hij ; v

i
j − hij

]
(3)

where ; is the concatenation operation and � is element-wise multiplication. Now
we have finished the sentence level encoding and we will move to the document
encoding in the next section.

Document Encoder The inject of query information has filtered irrelevant infor-
mation of a sentence, however, it may break the context-dependent information
for each word. Besides, a document usually begins with what to talk with and
ends with what have talked, which reveals the importance of the sentence or-
der in a document. Thus, we design a hierarchical document encoder, which is
composed of a sentence-level encoder and a document-level encoder.

In the sentence level, we again apply one Bi-GRU to encode each word with
the input f ij and then extract features among words’ hidden vectors, (ui1, . . . , u

i
|Si|),

to obtain a sentence representation αi, which is the concatenation of mean and
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max pooling [maxj u
i
j ;

1
|Si|
∑
j u

i
j ]. In the document level, we also apply another

Bi-GRU to encode each sentence with the input αi and obtain each sentence’s
final representation (û1, . . . , û|D|). In the end, we apply a feed-forward neural
network to compute a salience score pi for each sentence.

The model is trained to minimize the standard Mean Square Error (MSE)
for the QMDS task:

Lsum =
1

|D|
∑
i∈|D|

(pi − r(Si|Sref ))
2

(4)

where r(Si|Sref ) is the ground truth score of Si in terms of recall ROUGE-2
with respect to human written summaries Sref .

2.3 Adaptation from DQA to QMDS

Since we aim to improve QMDS with DQA, we extend the proposed model to
the DQA task by applying a different objective, which is to minimize the cross-
entropy between the predicted sentence score pi and the true sentence score
ai:

Lqa = − 1

|D|
∑
i∈|D|

[ai log pi + (1− ai) log (1− pi)] (5)

where ai is the gold label (either 0 or 1) and 1 means the sentence is able to
answer the given question and vice versa.

Considering the model’s similarities between these two tasks (the only ex-
ception is the objective), we therefore apply the pre-trained DQA model to
obtain a good starting point for training the QMDS model. Moreover, the pre-
trained DQA model, which is good at capturing the query semantic information,
could probably improve the query-sentence matching capability when training
the QMDS model. We propose a novel adaptation method which includes two
aspects. One is to apply the pre-trained DQA model to initialize the QMDS
model. Given the initial parameters θ0, we firstly learn a DQA model θqa based
on the large DQA datasets Dqa. The learning process is formulated as follows:

Learn(Dqa; θqa) = arg min
θ0

Lqa(θ0) (6)

Once we have finished the learning of DQA, we use the θqa as the initialization
parameters of the QMDS model. The other is to utilize the pre-trained DQA
model to obtain a query relevance score for each sentence in the document, and
then use it as a distant supervised signal. Thus, the loss function for QMDS is
changed as follows:

Lqasum =
1

|D|
∑
i∈|D|

(pi − q(Si|Q))
2

+
1

|D|
∑
i∈|D|

(pi − r(Si|Sref ))
2

(7)
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Table 1. Statistics of the DUC datasets.

Dataset Clusters Documents Data Source

DUC 2005 50 1593 TREC

DUC 2006 50 1250 AQUAINT

DUC 2007 45 1125 AQUAINT

Table 2. Statistics of the DQA datasets. With the assumption that the sentence
containing the answer span is correct, we convert the span-based SQuAD dataest to
the sentence-based SQuAD† dataset.

Dataset Split #Documents #Sentences

SQuAD†
TRAIN 87341 440573

DEV 5273 26442

SelQA
TRAIN 5529 66438

DEV 785 9377

where q(Si|Q) is the query Q relevance score of a sentence Si predicted by the
pre-trained DQA model. Finally, the learning of the QMDS model is formulated
as follows:

Learn(Dsum; θsum) = arg min
θqa

Lqasum(θqa) (8)

2.4 Sentence Selection

The summarization model we have described can estimate the importance of
all sentences in the input documents. This section focus on creating a summary
with the output of our summarization model.

Once we have assigned each sentence a score via a trained summarization
model, we are ready to select a subset of sentences as the final summary. The
method we used in our paper is similar to the proposed methods [2, 17]. We
employ a simple greedy algorithm, similar to the MMR strategy [4]. The algo-
rithm starts with the sentence of the predicted highest score. In each step, a new
sentence Si is added to the summary if it satisfies the following two conditions:

1. It has the highest score in the remaining sentences.
2. It contains significantly new bi-grams compared with the current summary

content. We empirically set the cut-off of the new bi-gram ratio to 0.35.

3 Experiments

We describe the experimental setting and report empirical results in this section.
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3.1 Datasets

In this paper, we focus on improving the performance on QMDS task with the
help of the DQA task. The experiments are conducted on the public Document
Understanding Conference (DUC) 2005, 2006 and 2007 datasets. All the docu-
ments in the dataset are from news websites and grouped into various thematic
clusters. The DUC 2005, DUC 2006 and DUC 2007 datasets consist of 50, 50
and 45 topics respectively, and each topic includes a document set of 25 ∼ 50
news articles and a short description of a topical query. The task is to create a
summary containing no more than 250 words for each document set to answer
the query. There are at least four human written reference summaries provided
in each document collection for evaluation. The datasets are briefly described in
Table 1. We follow standard practice and train our QMDS models on two years
of data and test on the third. It should be noted that 10 clusters are split from
the training set to form the dev set.

Two different datasets are used for the DQA task: SelQA [7] and SQuAD
[16]. Both datasets contain open-domain questions whose answers are extracted
from Wikipedia articles. SelQA is a sentence-based DQA dataset, in which there
is at least one correct sentence in the document for a question. The SQuAD is
a span-based DQA dataset, and we could derive datasets for answer sentence
selection from the original dataset. We assume that the sentences containing
correct answer spans are correct, and vice versa. We merge them when training
a DQA model. Table 2 shows the statistics of the two datasets above.

3.2 Evaluation Metrics

We employ the widely-adopted automatic evaluation metric ROUGE 3 for evalu-
ation. We reported recall based ROUGE-1 and ROUGE-2 limited to 250 words.
It automatically measures the quality of a summary by counting the number of
overlapping units such as the n-gram, word sequences and word pairs between
the candidate summary and reference summaries created by humans. ROUGE-2
recall is used as the main metric for comparison because it correlates well with
human judgments.

3.3 Implementation Details

The proposed model is implemented with TensorFlow. The dimension of word
embeddings is set to 300. The word embeddings are initialized with 300D GloVe
vectors [15], and out-of-vocabulary words in the training set are initialized ran-
domly. We fix the embeddings during training. We train the model with Adam
optimization algorithm [8] with a learning rate of 0.001, β1 = 0.9, and β2 = 0.999.
Our models are trained with a batch size of 5. We set the hidden unit size d = 80
for both sentence-level and document-level GRUs and all GRUs have one layer.

3 ROUGE-1.5.5 with options: -n 2 -l 250 -m -u -c 95 -x -r 1000 -f A -p 0.5 -t 0
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Table 3. Results of different adaptation methods to the DQA on the DUC three
datasets using the length of 250 words recall ROUGE-1 (R-1) and ROUGE-2 (R-2).

(a) on the DUC 2005.

Model R-1 ∆/% R-2 ∆/%

QA-None 33.96 – 6.04 –

QA-Loss 35.78 1.82↑ 6.47 0.43↑

QA-Init 36.45 2.49↑ 6.92 0.88↑

QA-Init&Loss 37.25 3.29↑ 7.13 1.09↑

(b) on the DUC 2006.

Model R-1 ∆/% R-2 ∆/%

QA-None 36.05 – 6.64 –

QA-Loss 37.40 1.35↑ 7.46 0.82↑

QA-Init 38.74 2.69↑ 8.44 1.80↑

QA-Init&Loss 39.41 3.36↑ 9.05 2.41↑

(c) on the DUC 2007.

Model R-1 ∆/% R-2 ∆/%

QA-None 37.54 – 8.51 –

QA-Loss 39.22 1.68↑ 8.85 0.34↑

QA-Init 40.44 2.90↑ 9.69 1.18↑

QA-Init&Loss 40.55 3.01↑ 10.20 1.69↑

3.4 Comparison Systems

To evaluate the overall performance of the proposed method, we compare it
with a variety of baseline methods, including some traditional baselines, and
several recent extractive query-focused summarization systems, which are typi-
cally based on different neural network structures. We dont implement compared
models and directly take the reported performance in the original papers. Com-
pared methods includes LEAD [19], QUERY-SIM [2], SVR [14], MultiMR [18],
DocEmb [9], ISOLATION [2], AttSum [2], CRSum [17].

3.5 Results

Effectiveness of DQA We firstly conduct experiments to verify the effectiveness
of pre-trained DQA models. The proposed adaptation method in our paper can
be divided into three ways to make use of the pre-trained DQA model. The first
one is to pre-train our model on the DQA datasets and then continue to train
the model on the QMDS datasets, denoted as QA-Init (see Equation 6). The
second one is first to produce a query relevance score for each sentence in the
QMDS datasets with a well-trained DQA model and then joint train the model
with the supervised query relevance signal and sentence salience signal, denoted
as QA-Loss (see Equation 7). The last one is to combine both QA-Init and QA-
Loss, denoted as QA-Init&Loss (see Equation 8). We denote the model trained
only with the QMDS datasets as QA-None. Table 3 shows the performances
of different adaptation methods to use the pre-trained DQA model on three
benchmarks.

As shown in Table 3, we can see that the three adaptation methods using
DQA are quite effective to improve the QMDS task. Specifically, QA-Loss out-
performs QA-None by 0.43, 0.82 and 0.34 in terms of ROUGE-2 and 1.82, 1.35
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Table 4. Experimental results of the QMDS task on three benchmark datasets using
the length of 250 words recall ROUGE-1 (R-1) and ROUGE-2 (R-2).

Methods
DUC 2005 DUC 2006 DUC 2007

R-1 R-2 R-1 R-2 R-1 R-2

LEAD [2] 29.71 4.69 32.61 5.71 36.14 8.12
QUERY-SIM [2] 32.95 5.91 35.52 7.10 36.32 7.94
SVR [2] 36.91 7.04 39.24 8.87 43.42 11.10
MultiMR [2] 35.58 6.81 38.57 7.75 41.59 9.34

DocEmb [2] 30.59 4.69 32.77 5.61 33.88 6.46
ISOLATION [2] 35.72 6.79 40.58 8.96 42.76 10.79
AttSum [2] 37.01 6.99 40.90 9.40 43.92 11.55
CRSum [17] 36.96 7.01 39.51 9.19 41.20 11.17

Our model 37.25 7.13 39.41 9.05 40.55 10.20

and 1.68 in terms of ROUGE-1 on the DUC 2005, 2006 and 2007 datasets, re-
spectively. QA-Init achieves a performance gain of 0.88, 1.80 and 1.18 ROUGE-
2 points and 2.49, 2.69 and 2.90 ROUGE-1 points over QA-None. And QA-
Init&Loss yields 1.09, 2.41 and 1.69 ROUGE-2 improvements and 3.29, 3.36
and 3.01 improvements. As can be seen, the improvements on the DUC 2005
dataset is smaller than that on the DUC 2006 and 2007 datasets, which may be
because of the differences in numbers of documents under a topic cluster. In the
DUC 2005 dataset, a topic cluster contains 32 documents on average, while in
the other two datasets the number is 25 documents on average. It becomes hard
when the number of candidate sentences increases. Among the three adapta-
tions, QA-Init&Loss achieves the best performance than the others and QA-Init
is better than QA-Loss.

In the following, we compare our best model QA-Init&Loss against several
recent models.

Performance Comparison For the compared approaches, we list the best results
reported in the original literature. The overall performance comparisons on the
DUC 2005, DUC 2006 and DUC 2007 datasets are shown in Table 4. Our pro-
posed method obtains the state-of-the-art performance on the DUC 2005 dataset
and achieves comparable results on the DUC 2006 and 2007 datasets.

The first block in Table 4 represents non-neural network methods, which ap-
ply manual features or well-defined rules. Recent neural network methods are
shown in the second block of Table 4. On the DUC 2005 dataset, our model
outperforms the previous best method AttSum by 0.24 ROUGE-1 points and
exceeds the previous best method SVR by 0.09 ROUGE-2 points. On the DUC
2006 dataset, our model outperforms the feature-based methods in terms of
ROUGE-1 and ROUGE-2 and achieves comparable performances with neural
network-based methods. On the DUC 2007 dataset, our model is on par with
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Table 5. Statistics of the query with question type in the DUC datasets.

Dataset Clusters Question Type Proportion

DUC 2005 50 30 60.0%

DUC 2006 50 24 48.0%

DUC 2007 45 11 24.4%

the public methods except feature-based methods SVR and neural network-
based methods AttSum and CRSum. It is noted that SVR heavily depends on
hand-crafted features, while our model does not use any manual features. Our
proposed neural network model is designed to be suitable for both QMDS and
DQA tasks, which is different from the QMDS-specific models (e.g., AttSum and
CRSum). Moreover, CRSum also extract word-level features via convolutional
neural networks. There are two kinds of query type in the DUC (2005-2007)
datasets, namely description type query and question type query. As shown in
Table 5, we found that the question type queries has a high proportion of clus-
ters on the DUC 2005 dataset (60.0%) and low proportion on the other datasets
(only 24.4% on the DUC 2007 dataset), which may explain the a little bit worse
performance of our proposed method on the DUC 2007 dataset. QA based ini-
tialization and training objective tends to improve question type queries.

4 Related Work

As a challenging issue for text understanding, automatic document summariza-
tion has been studied for a long period . Except for computing sentence salience,
QMDS also needs to concern the query-sentence relevance, which makes it harder
than the Generic MDS. Cao et al. [2] propose a neural network model (AttSum)
which jointly handles sentence salience ranking and query relevance ranking. It
automatically generates distributed representations for sentences as well as the
document cluster. Meanwhile, it applies an attention mechanism that tries to
simulate human attentive reading behavior when a query is given. Ren et al. [17]
find that sentence relations in the document play an essential role, and so pro-
pose a Contextual Relation-based Summarization model (CRSum), which firstly
uses sentence relations with a word-level attentive pooling convolutional network
to construct sentence representations and then use contextual relations with a
sentence-level attentive pooling recurrent neural network to construct context
representations. Finally, CRSum automatically learns useful contextual features
by jointly learning representations of sentences and similarity scores between a
sentence and its contexts. Inspired by these two works, we design a hierarchical
neural network model, which is not only able to capture sentence relations via
a Bi-GRU structure, but also pays attention to the query with the attention
mechanism. It should be noted that our proposed model is end-to-end and does
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not require manual features. So, the proposed model with manual features (CR-
Sum+SF+QF) in the paper [17] is not referred to in our experiment. Meanwhile,
our proposed model is also suitable for DQA, which benefits the adaptation from
the DQA task to the QMDS task.

Speaking of domain adaptation, works from SDS to MDS is emerging in
recent years due to the insufficient labeled data in MDS. Lebanoff et al. [10]
describe a novel adaptation method (PG-MMR), which combines an extractive
summarization algorithm (MMR) for sentence extraction and an abstractive
model (PG) to fuse source sentences. Zhang et al. [20] add a document set en-
coder to their hierarchical summarization framework and propose three strate-
gies to improve the model performance further. Baumel et al. [1] try to apply
the pre-trained abstractive summarization model of SDS to the query-focused
summarization task. They sort the input documents and then iteratively apply
the SDS model to summarize every single document until the length limit is
reached. Different from them, we explore how to apply DQA to improve QMDS.
To the best of our knowledge, we are the first to do like this.

5 Conclusion

We propose a novel adaptation of applying DQA to improve the model’s perfor-
mance on the QMDS task. Our proposed network is designed to fit both tasks,
which includes a sentence encoder, a query filter and a document encoder. Ex-
tensive experiments demonstrate that our proposed method can indeed improve
over a variety of baselines and yields comparable results with state-of-the-art
methods. The method we have proposed is one of the many possible methods
for utilizing DQA datasets (and models). In the future, we plan to explore other
adaptation methods, like meta-learning [6] and investigating more tasks related
to the QMDS task.
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Foundation of China (61773026, 61572245).
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