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Abstract. In recent years, social media has become an ideal channel for news 

consumption while it also contributes to the rapid dissemination of fake news 

out of easy access and low cost. Fake news has detrimental effects both on the 

society and individuals. Nowadays, fake news detection in social media has 

been widely explored. While most previous works focus on different network 

analysis, user profiles of individuals in the news-user network are proven to be 

useful yet ignored when analyzing the network structure. Therefore, in this pa-

per, we aim to utilize user attributes to discover potential user connections in 

the friendship network with attributed network representation learning and re-

construct the news-user network to enhance the embeddings of news and users 

in the news propagation network, which effectively identify those users who 

tend to spread fake news. Finally, we propose a unified framework to learn 

news content and news-user network features respectively. Experimental results 

on two real-world datasets demonstrate the effectiveness of our proposed ap-

proach, which achieves the state-of-the-art performance. 

Keywords: Fake News Detection, Social Media, User Profiling, Network Em-

bedding. 

1 Introduction 

In recent years, social media has become an indispensable part of daily life in which 

people can actively create or exchange their own ideas about news. However, the easy 

access, low cost and non-certification of social media enable fake news to disseminate 

widely and rapidly because of malicious accounts. Fake news, aiming to mislead 

readers out of commercial or political purpose, denotes a type of falsified information 

and brings detrimental effects to individuals as well as the society. The uniqueness of 

fake news makes it difficult to distinguish whether it is true or not simply from news 

content even with human eyes. Up until now, several fact-checking websites have 

been deployed to confirm the news, but it is still hard to deal with all the news 

promptly. Besides, external information such as knowledge base or user social en-

gagements can help alleviate the shortcoming of text features but it is along with in-
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complete data or unexpected noises. Therefore, detecting fake news in social media is 

an important yet extremely challenging task. 

In most studies, detection of fake news is regarded as text categorization that relies 

on computational linguistics and natural language processing [1]. Network analysis 

[2] is also considered to be an ideal method combined with text features. A previous 

study [3] used a novel concept of believability for edge re-weighting with network 

embedding to enhance user representation. However, attributes of individuals in the 

social network are usually ignored when analyzing the network structure, which help 

find malicious accounts like social bots [4] or trolls. Research [5] has provided evi-

dence that fake news is likely to be spread by non-human accounts with similar at-

tributes and structure in the network. For example, social bots tend to connect with 

legitimate users instead of other bots. They try to act like a human with fewer words 

and fewer followers in social media, who contributes to the forward of fake news. 

In this paper, we propose a unified framework by learning both news content and 

news-user network to solve the above problems. We firstly construct a news-user 

network and leverage accelerated attributed network embedding to learn user repre-

sentations with user profiles from friendship network, which makes it possible to 

discover abnormal users due to the similar topological structure and profiles. Second-

ly, we reconstruct the news-user network by adding new user connections based on 

the similarity of above user vectors and enhance embeddings of news and users with 

DeepWalk. In this way, we can make user embedding close to news embedding 

through network representation learning. Finally, we joint news and user embeddings 

as network features and fusion with content via pipeline learning. Experimental re-

sults on two real-world datasets demonstrate that the proposed method significantly 

outperforms the state-of-the-art model. 

The rest of paper is structured as follows. In Section 2, we provide a brief introduc-

tion of related work. Then, we demonstrate our proposed model in a detailed way in 

Section 3. Section 4 reports the experimental process and result analysis. Finally, we 

present the conclusion and future work in Section 5. 

2 Related Work 

In this section, we briefly review the related work of fake news detection, which is 

categorized into content-based, network-based and feature fusion methods. 

Content-based Content refers to the body of news, including source, headline, text 

and image-video, which can reflect subtle differences. Castillo [6] et al. first made use 

of special character, emotive words and hashtags to identify fake news. Qazvinian [7] 

et al. added lexical patterns and part of speech to improve the above work. In most 

studies, LIWC features have been applied to identify the role of individual words in 

news classification, which have already been outlined by [8-9] from all proposed 

methods. In terms of writing style, Rubin [10] et al. transferred the method of decep-

tion detection to detect fake news for the first time, and used rhetorical structure to 

measure the coherence of news. However, existing textual features are generally in-

sufficient for fake news detection because fake news tries to mock true news. 
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Network-based Researches in this direction mainly focus on two aspects, user 

characteristics and group characteristics (social network or diffusion network). Cas-

tillo [6] et al. utilized user attributes such as age and number of followers/followees 

on twitter while Yang [11] et al. carried out similar experiments on Weibo platform. 

Jin [12] et al. learnt users' potential stance and conflict opinions from user comments 

by building a topic model. In order to extract temporal features from user comments, 

Ma [13] et al. took advantage of recurrent neural network while Chen [14] et al. added 

an attention mechanism to better distinguish effective features. In terms of network 

analysis, Zhang [15] et al. constructed a heterogeneous network with author, news and 

topic as nodes and combined with text features while a model [16] consisting of RNN 

and CNN was used to mine the global and local changes of user characteristics in the 

diffusion path respectively. Typically, Ma [17] et al. developed a kernel-based propa-

gation tree and compare the similarity of rumor propagation tree in structure to obtain 

higher-order models for distinguishing different rumor types. 

Feature fusion Due to the limitation of one source data, researchers have begun to 

explore how to combine different sources of features. Wang [18] provided a public 

benchmark dataset LIAR for fake news detection and then tried to combine content 

with metadata as feature input. Karim [19] et al. made further research on construct-

ing an end-to-end model integrating feature extraction, multi-source fusion and auto-

matic detection to capture the relationship between different data sources. Besides, 

Natali [20] built three modules called "Capture", "Score" and "Integrate" to fusion 

news texts, user comments and news sources effectively. Shu [21] studied the rela-

tionship between readers, news and writers through matrix decomposition, and made 

a breakthrough in the experimental result. Yang [22] et al. made innovative use of the 

image in news, who proposed a model Ti-CNN that integrates text and image, and 

confirmed the effectiveness of image in identifying fake news. 

In this paper, we build a fusion framework that joints news representations learning 

from news content and news-user network respectively. Different from previous 

methods, our model focus on the characteristic of users engaged in fake news by tak-

ing advantage of network embedding to learn user representation in friendship net-

work with user attributes and then reconstruct the news-user network with new rela-

tionships of similar users. 

3 Model 

In this section, we present the details of user-characteristic enhanced model UCEM, a 

unified framework by learning news textual content and news-user network respec-

tively (Fig 1). We regard the news as a source user and construct a homogeneous 

network consisting of news propagation and user friendship network, the reason for 

which is that it enables mutual improvements of embeddings between users and news 

when learning the constructed network. Taking user profiles into consideration, we 

first utilize AANE to learn user embeddings in friendship network and discover the 

potential connections between users especially robot users. Then, a reconstructed 

news-user network is leveraged to learn news and user representations that are subse-
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quently concatenated as input. By unifying news content and news-user network em-

beddings, our model detects the original news is fake or not. The detailed implement 

of sub-models will be presented in Section 3.1-3.3. 

 

Fig. 1. Illustration of user-characteristic enhanced model for news classification 

3.1 User attributed network learning based on AANE 

Since social engagements are large-scale, we alleviate data sparsity by utilizing social 

proximity via network embedding. As science theories like homophily [23] and social 

influence [24] suggest, nodes’ attributes are highly relevant to the network topological 

structure. AANE [25], namely accelerated attributed network embedding, gets better 

node representation by combing attribute proximity with network embedding, which 

develops a distributed optimization algorithm to decompose a complex problem into 

many sub-problems with low complexity.  

Therefore, we utilize AANE to incorporate user profiles with user friendship net-

work and get user embeddings. Given a set of users 𝑈 = {𝑢1, 𝑢2, … , 𝑢𝑛 } connected by 

a friendship network 𝐺 associated with edge weights 𝑊 and user profiles 𝐴, we aim to 

represent each user as a 𝑑-dimensional vector ℎ𝑖  where i denotes 𝑖𝑡ℎ user and get the 

final embedding representation 𝐻 preserving the user proximity both in topological 

structure and user profiles. We treat it as an undirected network 𝐺 =  (𝑈, 𝐸, 𝑊) 

where 𝐸 is a set of edges and weights are set to 1 or 0 if there is no connection be-

tween two users. Finally, we get embedding of each user after learning the friendship 

network with AANE, which is of great value for finding similar users. 
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3.2 Reconstruction for news-user topological network based on user similarity 

In network representation learning, the first-order proximity indicates that two nodes 

are similar if there is a connection between them. In turn, if two nodes are similar, we 

can add a new relationship for them to make them closer in network structure. Similar 

users who tend to spread fake news may not follow each other, and malicious ac-

counts present fewer connections in social networks. Motivated by this, we use cosine 

similarity to compute similarity for each user and add new user connection if the val-

ue is beyond the threshold є that is set by experiment (Equation 1). 𝐻 denotes the user 

embeddings from the above work where i denotes 𝑖𝑡ℎ user and j denotes 𝑗𝑡ℎ  user.  

                    connection(𝐻𝑖 , 𝐻𝑗) = {

1, 𝑖𝑓 є < cos(𝜃) =  
𝐻𝑖∙ 𝐻𝑗

‖𝐻𝑖‖‖𝐻𝑗‖
≤ 1

0, 𝑖𝑓 є ≥ cos(𝜃) =  
𝐻𝑖∙ 𝐻𝑗

‖𝐻𝑖‖‖𝐻𝑗‖
        

 (1) 

 Based on the user similarity, we reconstruct the news-user network by adding new 

user connections. As we know, users in the spread of fake news and the way of prop-

agation are different from true news. Network representation learning can help find 

those differences and show them both on news and user embeddings. In addition, 

malicious accounts are usually fewer-follower and fewer-word in social media. Thus, 

the new relationships of users enable to enhance embeddings about abnormal ac-

counts and fake news. Specifically, we learn the news and user representations by 

employing DeepWalk [26], which samples a sequence of data with a random walk 

algorithm. We define the news-user network 𝐺 =  (𝑉, 𝐸) where 𝑉  represents the 

nodes including users as well as news and 𝐸 indicates the relationships between nodes 

like spreading or following. Besides, the weights of news-user edges are the number 

of reposting and the weights of user-user edges are set to be 0 or 1. The main idea of 

DeepWalk is updating node representation with SkipGram [29] by maximizing the 

co-occurrence likelihood of the nodes that come into view within a window using an 

independent assumption. 

Finally, we concatenate the average of user embeddings for each news, where n 

denotes the number of users who spread the news, with news embedding as the net-

work feature input, shown as follows. 

   𝑉𝑢𝑠𝑒𝑟𝑠 =  
1

𝑛
 ×  ∑ 𝑉𝑢𝑖

𝑛

𝑖

                                                        (2) 

                           𝑉𝑛𝑒𝑡𝑤𝑜𝑟𝑘 =  𝑉𝑢𝑠𝑒𝑟𝑠  ⊕  𝑉𝑛𝑒𝑤𝑠                                                    (3) 

3.3 Fusion framework of network and content learning 

“Late fusion” is a useful technique that boosts performance in most studies [27], so 

we incorporate the news content and news-user network features via a “late fusion”, 

which allows for a neural network to learn a combined representation of multiple 

input streams. In order to make different features effective for classification, we de-

velop a neural network architecture to lean them respectively via pipeline.  
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The content sub-network consists of an embedding layer and a convolutional layer 

followed by a max-pooling layer capturing the n-gram information of text, which has 

already been proven useful in research [30]. Each news is represented as a series of 

words {𝑥1, 𝑥2, … , 𝑥𝑛} and the input is the concatenation of each word (Equation 4). 

Then the convolutional layer produces a feature map c generated from a window of 

words 𝑥𝑖:𝑖+ℎ−1 with three different sizes of filters 𝑤𝑘 as Equation 5 and 6 shows. 

                                               𝑥𝑖𝑛𝑝𝑢𝑡 =  𝑥1  ⊕  𝑥2 ⨁ … ⨁ 𝑥𝑛                                         (4) 

                                                 𝑐𝑖
𝑘 = 𝑓(𝑤𝑘 ∙  𝑥𝑖:𝑖+ℎ−1 + 𝑏)                                                    (5) 

                                                 𝑐𝑘 = [𝑐1
𝑘, 𝑐2

𝑘 , … , 𝑐𝑛−ℎ+1
𝑘 ]                                                      (6) 

Besides, the network sub-network is built by a shallow perceptron with two dense 

layers (Equation 7) where 𝑙1 or 𝑙2 denotes the layers and the output is 𝑎𝑛𝑒𝑡𝑤𝑜𝑟𝑘 . Final-

ly, both features will be concatenated to predict the result. They are first fed into a 

fully-connected layer and then updated by a binary cross-entropy loss function as 

Equation 8 and 9 shows.  

                    𝑎𝑛𝑒𝑡𝑤𝑜𝑟𝑘 = 𝑟𝑒𝑙𝑢(𝑊𝑙2  ∙ (𝑊𝑙1 ∙ 𝑉𝑛𝑒𝑡𝑤𝑜𝑟𝑘 + 𝑏𝑙1) +  𝑏𝑙2)                        (7) 

                           𝑀 = 𝑟𝑒𝑙𝑢(𝑊 ∙ (𝑎𝑛𝑒𝑡𝑤𝑜𝑟𝑘  ⊕  𝑎𝑐𝑜𝑛𝑡𝑒𝑛𝑡) + 𝑏)                                  (8) 

                         loss =  − ∑ 𝑦𝑖̂

𝑛

𝑖=1

 𝑙𝑜𝑔𝑦𝑖 + (1 − 𝑦𝑖̂) log(1 − 𝑦𝑖̂)                            (9) 

4 Experiments 

4.1 Datasets 

In this work, we use publicly available datasets called FakeNewsNet1 provided by 

Shu [28]. FakeNewsNet is a combination of two small datasets collected from two 

fact-checking platforms, namely PolitiFact2 and BuzzFeed3. Both datasets include, for 

each news, the text content of the news and social contextual information like user 

content and user followee/follower for relevant users who posted/spread the news on 

Twitter. After cleaning the data, the detailed statistics are shown in Table 1. 

Table 1. The statistics of datasets 

Platform BuzzFeed PolitiFact 

# Candidate news 182 238 

# True news 91 120 

 
1 https://github.com/KaiDMML/FakeNewsNet 
2 https://www.politifact.com/subjects/ 
3 https://www.buzzfeed.com/ 
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# Fake news 91 118 

# Users 15257 23865 

# Engagements 25240 36680 

# Social links 634750 574744 

4.2 Experiment settings 

For content sub-network, we initialize the embedding layer with pre-trained word2vec 

[29] embeddings of 256 dimensions and the word excluded in word2vec is set to a 

uniform distribution between [-0.25, 0.25]. Besides, we adopt DeepWalk to learn 

news and user embedding of 128 dimensions from the reconstructed news-user net-

work as the feature input, which is trained by two dense layers with 50 units and 100 

units respectively. Meanwhile, the mini-batch is fixed to 16. Finally, we train our 

model using Adam optimization with a learning rate of 0.001. In order to make the 

result more persuasive, we use early stopping mechanism and evaluate them using 5-

fold validation. The metrics we use to evaluate the performance of all models are 

common in related areas, namely precision, recall and F1. 

4.3 Baselines 

In order to make comparison with previous methods, we choose the proposed frame-

work using features like only content, network or combination of them as follows: 

RST+SVM [10] RST is a style-based method using the theory of rhetorical struc-

ture to measure the coherence of news.    

LIWC+SVM In traditional methods, LIWC is widely used for extracting linguis-

tics features. In our experiment, we use features of 90 dimensions obtained from 

LIWC as input with SVM classifier. 

Castillo [6] This method extract features from user profiles and user friendship 

network that is added the credibility score of users in [21] to ensure fair comparison. 

RST + Castillo This method combines features obtained from RST and Castillo. 

LIWC + Castillo This method combines features obtained from LIWC and Cas-

tillo. 

TriFN [21] This method combines news and social engagements through modeling 

tri-relationship between publisher, news and readers. The SVM classifier is applied 

for classification.  

4.4 Experimental result and analysis 

We report the experimental result and the comparison is shown in Table 2. 

Table 2. Result of models for fake news detection on FakeNewsNet 

 BuzzFeed PolitiFact 

 precision recall F1 precision recall F1 

RST+SVM 0.610 0.561 0.555 0.571 0.533 0.544 
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LIWC+SVM 0.655 0.628 0.623 0.637 0.667 0.615 

Castillo 0.747 0.783 0.756 0.779 0.791 0.783 

RST + Castillo 0.758 0.784 0.789 0.812 0.792 0.793 

LIWC + Castillo 0.791 0.834 0.802 0.821 0.767 0.813 

TriFN 0.864 0.893 0.870 0.878 0.893 0.880 

UCEM 0.895 0.955 0.888 0.932 0.944 0.929 

We observe that baselines considering purely news contents achieve a lower F1 

than other methods. In addition, methods considering both news content and social 

engagements can boost the performance. It is noticeable that our model UCEM in-

creases by approximately 2% and 4% in terms of F1 compared with the best model. 

The possible reason is that our model unifies two features via “late fusion” for classi-

fication and improves the news-user network using user characteristics based on net-

work embedding. Our model is different from TriFN that utilizes matrix analysis on 

tri-relationship for the reason that we aim to reconstruct the news-user network, which 

effectively improves the capability to identify fake news. 

Analysis based on news content. 

We mainly focus on features extracted from news content using different classifiers. 

We aim to compare the traditional method and deep learning models CNN and Bi-

LSTM. Due to overfitting, the Bi-LSTM did not perform well with a lot of parameters 

as Table 3 shows and leveraging CNN to train with word2vec embeddings (static 

mode) performs better especially on PolitiFact datasets, considered to be a part of the 

unified framework. 

Table 3. Result of news classification based on news content 

 BuzzFeed PolitiFact 

 precision recall F1 precision recall F1 

LIWC+SVM 0.655 0.628 0.623 0.637 0.667 0.615 

CNN (rand) 0.616 0.486 0.502 0.748 0.855 0.771 

CNN (static) 0.658 0.807 0.698 0.818 0.812 0.821 

CNN (nonstatic) 0.731 0.635 0.657 0.801 0.762 0.780 

Bi-LSTM 0.478 0.801 0.523 0.513 0.830 0.625 

Analysis based on the news-user network. 

We analyze different network embedding methods based on the news-user network 

and the reconstructed news-user network improved by user characteristics. We first 

explore the user content (Fig 2) and user relationship (Fig 3) on two datasets. 

We note that zero-word, zero-followee and zero-follower users can also be seen in 

both datasets. The above analysis confirms the idea of malicious or useless accounts 

that exist in the propagation of news. In the meanwhile, research [5] also find that 

users who spread fake news have fewer followers and more followees on both da-

tasets and it verifies our hypothesis. 
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Fig. 2. Distributions of number of words in user content 

 

Fig. 3. Data analysis of user relationship 

Subsequently, we carry out experiments on the news-user network using traditional 

models DeepWalk, LINE, node2vec and the reconstructed network based on AANE 

with the best threshold. The classifier is perceptron with two dense layers. The result 

is shown in Table 4. It is noticeable that using AANE to discover potential connec-

tions of users and learn the reconstructed news-user network from DeepWalk can get 

a better result. The news-user network consists of friendship network and propagation 

network where we treat the news as a source user, so it is like radial-shape for each 

node. Therefore, the possible explanation for the result is that Node2vec tend to learn 

node-centric information while LINE leverage the 2nd-proximity to improve represen-

tation, so DeepWalk is more suitable for the reconstructed network learning. 

Table 4. Result of news classification based on news-user network 

 BuzzFeed PolitiFact 

 precision recall F1 precision recall F1 

DeepWalk 0.824 0.720 0.798 0.916 0.912 0.915 

Node2vec 0.813 0.755 0.797 0.878 0.859 0.872 

LINE 0.824 0.787 0.797 0.861 0.877 0.859 

AANE+Node2vec 0.833 0.833 0.833 0.813 0.761 0.809 
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AANE+LINE 0.778 0.833 0.789 0.896 0.841 0.894 

AANE+DeepWalk 0.874 0.811 0.861 0.924 0.915 0.920 

Effect of threshold.  

In the process of reconstruction, the threshold of similarity is a significant parameter. 

We employ different thresholds using AANE + DeepWalk for comparison as Table 5. 

Table 5. Result of news classification on news-user network using different threshold 

 BuzzFeed PolitiFact 

Threshold є precision recall F1 precision recall F1 

0.90 0.824 0.730 0.800 0.886 0.876 0.883 

0.95 0.874 0.811 0.861 0.895 0.882 0.894 

0.96 0.847 0.766 0.829 0.899 0.868 0.898 

0.97 0.814 0.768 0.803 0.924 0.915 0.920 

0.98 0.808 0.744 0.791 0.861 0.839 0.855 

The threshold is different when BuzzFeed or PolitiFact datasets get the best result. 

After analyzing the reason, we find that the number of users in PolitiFact is more than 

that in BuzzFeed and it contributes to a different range of new user connections. The 

main idea of reconstruction is to discover extremely similar users while threshold less 

than 0.90 leads to a huge number of similar users that are not useful for network 

learning because of the lower F1 and F1 for different thresholds is in form of normal 

distribution. We also visualize the users in new connections by sampling randomly 

(Fig 4). Most of them are zero-follower users that are reasonable to the research [5]. 

 

Fig. 4. Data analysis of new user relationship 

5 Conclusion 

In this paper, we deeply analyze the characteristics of user in the propagation of 

news and reconstruct the news-user network. We observe that our model can effec-

tively identify accounts tending to spread fake news in social media. Furthermore, we 

built a novel user-characteristic enhanced model that jointly learn news textual con-
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tent and news-user network information to identify the types of news. Experimental 

results show that our model performs better than models using the same datasets. 

In future work, we may focus on how to utilize user comments to improve the 

whole network. Besides, a complete and large-scale dataset including content, user 

profile, user comment, social engagement and so on would like to be collected for 

further research. 
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