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Abstract. Previous Seq2Seq models for chitchat assume that each word
in the target sequence has direct corresponding relationship with words in
the source sequence, and all the target words are equally important. How-
ever, it is invalid since sometimes only parts of the response are relevant
to the message. For models with the above mentioned assumption, irrel-
evant response words might have a negative impact on the performance
in semantic association modeling that is a core task for open-domain
dialogue modeling. In this work, to address the challenge of semantic
association modeling, we automatically recognize key-phrases from re-
sponses in training data, and then feed this supervision information into
an enhanced key-phrase aware seq2seq model for better capability in
semantic association modeling. This model consists of an encoder and
a two-layer decoder, where the encoder and the first layer sub-decoder
is mainly for learning semantic association and the second layer sub-
decoder is for responses generation. Experimental results show that this
model can effectively utilize the key phrase information for semantic as-
sociation modeling, and it can significantly outperform baseline models
in terms of response appropriateness and informativeness.
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1 Introduction

Previous Seq2Seq model for chitchat [10, 14] based on the following assumption:
each word in the target sequence have direct corresponding relationship with the
source sequence, and all the target words are equally important. However, this
assumption of seq2seq becomes invalid in the context of chitchat, sometimes only
a part of the response has semantic association relationship with the message.
Given an utterance, humans may initiate a new topic in response so that the
dialogue can continue. We use an example to illustrate this kind of phenomenon
in dialogue data, shown as follows:

message: Playing football exhausts me.
response: You can take a rest. By the way, how about going shopping
tomorrow?
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The phrase “take a rest” responds upon the phrase “exhausts me” in the mes-
sage. But other content-word parts in the response, such as “going shopping
tomorrow”, are irrelevant to the message. Therefore, there is semantic associ-
ation relationship between “exhausts me” and “take a rest”, but not between
“exhausts me” and “going shopping tomorrow”. In this paper, phrases (from the
response) being relevant to the message are called key-phrases, e.g., “take a
rest” . This phenomenon is quite common3. Therefore, the underlying assump-
tion of previous seq2seq based chitchat models is not valid anymore. For models
with the above mentioned assumption, irrelevant response words, or non-key-
phrase response words, might deteriorate their performance in semantic associ-
ation modeling.

Fig. 1. The architecture of our system which consists of two modules.

In this work, to address the challenge of semantic association modeling, we
automatically recognize key-phrases from responses in training data, and then
feed these supervision information into an enhanced seq2seq model for better ca-
pability in semantic association modeling. For key-phrase recognition in training
data, we employ a key-phrase annotator (KP-Annotator for short) to calculate
weights for each word in responses, where KP-Annotator is built on a manually
annotated corpus in a supervised way. Each word weight indicates how much
a word in the response is semantically associated with the message. It is ex-
pected that response words closely associated with messages have higher weights.
Phrases formed by these high-weight words are considered as key-phrases. Then
with message-response pairs and word weights as inputs, we employ a key-phrase
aware two-layer-decoder based seq2seq model (KP-S2S for short) for seman-
tic association modeling and response generation in a joint way, instead of the
pipelined approach in previous works [15] [8] [18]. During training procedure,

3 We annotated key-phrases for responses from randomly sampled 200 message-
response pairs, extracted from Baidu Tieba. We found that there are 78% pairs
in which non-key-phrases exist, or only a part of the response is relevant to the
message.
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we expect that KP-S2S will pay more attention on key-phrases, or important re-
sponse words, with the use of word-weight information. Then it will significantly
reduce the negative impact of non-key-phrase words on semantic association
modeling.

KP-S2S consists of an encoder and a two-layer decoder. The first layer sub-
decoder (a vanilla LSTM decoding unit) is for semantic association modeling,
and the second layer sub-decoder (an enhanced LSTM decoding unit) is for
response generation. For semantic association modeling, we employ weighted loss
function mechanism and weighted learning rate mechanism in the encoder and
the first layer sub-decoder during training procedure. With the two mechanisms,
we “mask” non-key-phrase words during gradient calculation and parameter
updating in a soft way, and thus it can help semantic association modeling
between messages and relevant parts in responses. The first layer sub-decoder is
expected to enable KP-S2S to promote informative and appropriate responses,
and downgrade generic or inappropriate responses. The second layer sub-decoder
is responsible for generation of the whole response. We expect that the use of
the second layer sub-decoder can help generate fluent and appropriate responses.
In test procedure of KP-S2S, no extra information (e.g., weights of words in a
message) is required.

We conduct an empirical study of our model and a set of carefully selected
state-of-the-art baseline models on a large Chinese dialogue corpus from Baidu
Tieba. Experiment results confirm that in comparison with baselines, our model
can produce a much higher ratio of appropriate and informative responses.

In summary, this paper makes the following contributions:

– To the best of our knowledge, this is the first work to explicitly reveal se-
mantic association information in a message-response pair. These annotation
results could be applicable for other data-driven conversation models. We
demonstrate their effectiveness on HGFU model in our experiment.

– We propose an end2end key-phrase aware hierarchical response generation
model with a two-layer decoder. It can effectively learn semantic association
between words from message-response pairs, and generate a much higher
ratio of informative and appropriate responses in comparison with baselines.

2 The Proposed Approach

2.1 The Architecture

Figure 1 provides the architecture of our system, consisting of (1) Key-phrase an-
notator (KP-Annotator for short), to annotate key-phrase information in train-
ing data and (2) Key-phrase aware seq2seq model (KP-S2S for short), to learn
a response generation model.
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2.2 Key-phrase Annotator (KP-Annotator)

Phrase Extraction We use a Chinese dependency parser [16] to obtain the
tree-structure of an utterance, and then extract all grammatical phrases that
meet following requirements:

– There is one and only one dependency edge in the phrase, where the edge
comes from a word outside of the phrase, to ensure the phrase is “grammat-
ical”;

– Words within the phrase are consecutive in the utterance;
– The phrase contains at least two Chinese characters and at most four words;

Scoring Network We use two one-layer RNNs to encode a phrase Q and an
utterance U into sQ and sU respectively, and calculate their relevance score as:
s(Q,U) = sigmoid(MLP ([sQ; sU ])), where MLP (.) is a multi-layer perceptron.
We call this relevance score the weight of the phrase Q.

We train this network with Max-Margin loss such that s(Q+, U) is larger
than s(Q−, U) with at least ∆ threshold, and the objective function is given by

Ls = max(∆− s(Q+, U) + s(Q−, U), 0), (1)

where Q− is a non-key-phrase co-occuring with a key-phrase Q+ in the same
utterance. Q− and Q+ are labeled manually. Finally, each word in the response
is annotated with the maximum weight of phrases that contain the word (0 if no
phrase includes this word). We calculate weights for words in messages similarly.

2.3 Model: KP-S2S

Figure 2 provides the architecture of KP-S2S, which consists of an encoder and
a two-layer decoder. The encoder and the first layer sub-decoder are equipped
with two weighted mechanism in the training procedure, to effectively capture
semantic association between a message and a response. The second layer sub-
decoder is designed to balance the generation of key-phrase information and
other parts in the response.

The Model As shown in Figure 2, architecture of the encoder and the first layer
sub-decoder is similar to seq2seq model with attention mechanism. The input to
the second layer sub-decoder at time t consists of (1) the t-th output of the first
layer sub-decoder mt, which is calculated by combining the t-th hidden state
of the first layer sub-decoder st with the t-th attention vector at, and (2) the
word embedding e′yt−1

. Note that e′yt−1
is independent of the embedding eyt−1

used in the first layer sub-decoder, as the first layer sub-decoder embedding ey−1
is designed to mainly focus on modeling semantic association between messages
and responses, which is different from generating response utterances required by
the second layer sub-decoder. The t-th output of response generator is calculated
by the t-th hidden state rt and mt as follows:
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Fig. 2. An overview of the end2end KP-S2S model. The left is the proposed KP-
S2S model, and the right is the testing procedure where only message is required for
response generation.

gt = W o[rt;mt], (2)

rt = F (rt−1,W
i[mt; e

′
yt−1

]), (3)

where F is the LSTM cell, mt is the output state, W o and W i are parameter
matrices and [; ] denotes a concatenation operation.

With equation 3, the i-th output of the second layer sub-decoder is generated
based on combination of the input message, predicted key-phrase information
(i.e. the output of the first layer sub-decoder) and words ahead of yi in the re-
sponse. KP-S2S is expected to generate appropriate and informative responses
since (1) the encoder and the first layer sub-decoder focus on modeling key-
phrases association, which is helpful to generate informative responses, and (2)
the second layer sub-decoder is for the generation procedure of the whole re-
sponse, beneficial to generate fluent responses.

Two mechanism To effectively learn semantic association between a message
and a response, two mechanisms, weighted loss function mechanism and weighted
learning rate mechanism, are applied to the encoder and the first layer sub-
decoder respectively .

– Weighted Loss Function Mechanism We introduce a weighted loss function in
which the contribution of each response word to the loss is directly weighted
by its weight calculated by the KP-Annotator. We call this weighted loss
function as Lfocus as it focus on words in key-phrases (typically have high
weight), it is defined as:

Lfocus(X,Y ) =

TY∑
t=2

wyt
L(yt,mt;M), (4)
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where L is the standard loss function in Seq2Seq, M ∈ R|V |×dh is the output
word decoding matrix, mt is the output of the decoder at time t, yt is the
(t)-th word in response utterance Y . Equation 4 means that response words
from key-phrases are more important for the model loss, in comparison with
words from non-key-phrases.
Lfocus(X,Y ) is utilized as an auxiliary loss to help capture semantic asso-
ciation with the help of key phrase information (i.e. response words’ weight
assigned by KP-Annotator).

– Weighted Learning Rate Mechanism
Semantic association relationships captured by the encoder and the first
layer decoder are partly stored in the embeddings of words in responses, it is
unreasonable to update embeddings of words that not relevant to message.
However, Stochastic Gradient Descent (SGD) usually keeps a fixed learning
rate for all parameters at each optimizing step. In this work, we propose a
weighted learning rate mechanism, in which learning rate are adaptive for
each word based on its weight. Specifically, embeddings of words in responses
are updated at each optimization step as follows:

enewyt
= eyt

− (wyt
λ)∇yt

, (5)

where eyt is the decoder embedding of the t-th word in a response, wyt is
the weight of word yt and λ is the learning rate kept by SGD.
With equations 6, representation learning of words from key-phrases will be
guided by the loss more than those from non-key-phrases.
Meantime, as illustrated in [15], humans tend to focus on certain aspects in
message to respond, rather than responds on all content in message. It indi-
cates that sometimes not all content in message are semantically associated
with response. Taken this into consideration, we utilize weighted learning
rate mechanism in the updating of encoder embeddings as follows:

enewxt
= ext

− (wxt
λ)∇xt

, (6)

where ext
is the encoder embedding of the t-th word in a message, wxt

is the
weight of xt.

With the use of above-mentioned mechanisms, we make our model pay more
attention to words from key-phrases. It helps our model to learn semantic asso-
ciation between messages and relevant parts in responses.

2.4 Optimization and Prediction

The loss function is defined as the sum of the standard negative log-likelihood
loss utilized in optimizing Se2Seq Lgenerator(X,Y ) and Lfocus(X,Y ):

LKP S2S(X,Y ) = Lgenerator(X,Y ) + Lfocus(X,Y ).

We adopt SGD for model optimization, except that word embeddings the first
layer sub-decoder and the encoder are updated with Equations 5 and 6.
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In the testing procedure, No extra information (e.g. weights) besides mes-
sage itself is needed for response generation as shown in Figure 2, and there is
not internal step of predicting key-phrases.

3 Experiments and Results

3.1 Datasets

For an empirical study of our system, we first collect 20,000,000 message-response
(m-r) pairs from Baidu Tieba4. Then, we perform Chinese word segmentation
for each pair with an open-source lexical analysis tool5 [1]. We split D into three
subsets, Dtrain (3.2m pairs), Dvalidation (9k pairs) and Dtest (9k pairs). We take
the most frequent 50,000 words in Dtrain as the vocabulary and other out-of-
vocabulary words as UNKs. We perform word weight calculation on message-
response pairs from Dtrain with the use of KP-Annotator.

The training/validation/testing set of KP-Annotator consists of 78k/19k/19k
response-phrase (from corresponding message) pairs labeled by human, with
equal share of positive pairs and negative pairs.

3.2 Evaluation metrics

Automatic Metrics Following previous works, we apply three kinds of embedding-
based metrics introduced in [6] and Distinct-i metric was proposed in [3].

Human evaluation We randomly sample 300 cases and invite three annotators
to evaluate the quality of generated responses from 4 models. For each message-
response pair, annotators are asked to rate with a score from {“0”, “+1”, “+2”}.
A response will be rated with “0” if it is inappropriate as an reply to a message.
We define inappropriateness from following aspects: (1) disfluenency: a response
is not fluent, (2) irrelevance: a response is not semantically relevant to a message,
(3) self-contradiction: there is internal semantic conflict within a response. If a
response is appropriate but uninformative, it will be rated with “+1”. If it is
both appropriate and informative, then it will be rated with “+2”.

Moreover, we report the appropriate rate (pcue words) of predicted cue word
or coarse words in pipelined models, annotators are invited to label whether
predicted words are appropriate to respond given message or not.

3.3 Systems

We conduct empirical comparison of our model with four state-of-the-art models,
including (1) MMI-bidi [3] which is a seq2seq model using Maximum Mutual
Information (MMI) as the objective; (2) CMHAM [15] which is Seq2Seq model

4 https://tieba.baidu.com
5 https://github.com/baidu/lac
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enhanced with constrained multi-head attention mechanism; (3) MrRNN [8]
which is a pipelined content-introducing model; and (4) HGFU [18] which
incorporates auxiliary cue word information into seq2seq.

For fair comparison, decoder in all baseline models are set as a two-layer
RNN. The vocab size is 50k, hidden size is 512, embedding size is 512, and
model are optimized with adam (lr=0.001). Embeddings in encoder and decoder
are separated.

HGFU+: We utilize a weighted PMI statistic on the same 0.4 billion Tieba
message-response pairs, which only influent the prediction of cue word in the
testing procedure. Specifically, the concurrency times of word xi and word yj
is counted as wyj

, the occurrence times of word xi is still counted as 1 and the
occurrence times of word yj is counted as wyj

. We use the model trained in
HGFU for the testing procedure.

KP-S2S: We implement KP-S2S shown in Figure 2. For training of KP-
Annotator, we manually label key-phrases in a message for given response on
100k message-response pairs. ∆ is set to 0.1

3.4 Evaluation Results for KP-Annotator

The KP-Annotator can be regarded as a binary classification task. The AUC
score of KP-Annotator is 0.864. It indicates that given s message, the weight of
key-phrases (i.e. positive) in response will be higher than non-key-phrases (i.e.
negative) in 86.4% of cases.

3.5 Evaluation Results for KP-S2S

Table 1 presents human evaluation results of KP-S2S and baseline models. KP-
S2S is significantly better (sign test, p-value less than 0,0001) than all the base-
lines on test set.

s +2 +1 0 Kappa Avg-score pcue words

MMI-bidi 0.16 0.23 0.61 0.79 0.55 -

CMHAM 0.27 0.15 0.58 0.78 0.68 -

MrRNN 0.19 0.08 0.73 0.56 0.46 0.45

HGFU 0.27 0.10 0.63 0.69 0.64 0.53

HGFU+ 0.32 0.09 0.57 0.62 0.73 0.69

KP-S2S 0.47 0.07 0.46 0.65 1.01 -
Table 1. Results of human evaluation. pcue words stands for the appropriate rate of
predicted words for given message. The kappa values of models are all higher than 0.5

We see that in terms of both appropriateness and informativeness, KP-S2S
significantly outperforms baseline models. Moreover, KP-S2S tends to generate
less inappropriate responses than the baselines, its ratio of responses being rated
with “0” is significantly lower than the baselines. It is noticed that with the help
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of MMI-bidi, S2SAtt still tends to generate inappropriate or generic responses, as
shown in Table 1. Moreover, for CMHAM, its multi-head attention mechanism
leads to better performance in comparison with MMI-bidi/MrRNN/HGFU, a
higher ratio of “+2”, and a lower ratio of “0”. It indicates CMHAM has a better
capability in semantic association modeling. This result is consistent with the
conclusion in [15]. But CMHAM still generates more than half of inappropriate
responses in test set, and its ratio of responses being rated with “1” (typically
safe responses) is even higher than other baselines except MMI-bidi . It indicates
that CMHAM cannot effectively deal with irrelevant response words in training
data, which interfere with the alignment between message words and relevant
response words.

Further, in HGFU+, weighted PMI statistic is utilized to help capturing
semantic association between messages and relevant parts in responses, irrelevant
parts in responses are largely ignored due to their relatively low weights. In
Table 1, we see the appropriate rates of predicted cue word by weighted PMI
is increased to 69%, achieving a 16% absolute promotion compared to original
PMI. Higher appropriate rates of predicted cue word leads to better generation
performance in comparison to original HGFU, the average score increased by
14%. Meantime, we can see that the appropriate rates of predicted cue word or
coarse words have a close positive correlation with the average scores of models.

Models Emb. Average Emb. Greedy Emb. Extrema Distinct-1 Distinct-2

MMI-bidi 0.74 0.58 0.51 0.07 0.22

CMHAM 0.80 0.61 0.52 0.06 0.22

MrRNN 0.79 0.59 0.52 0.04 0.22

HGFU 0.77 0.59 0.50 0.10 0.36

HGFU+ 0.79 0.60 0.52 0.10 0.37

KP-S2S 0.82 0.62 0.54 0.13 0.44

Table 2. Results of automatic evaluation. KP-S2S is significantly better (except p-
value of CMHAM vs KP-S2S is 0.0252) than all the baselines.

Table 2 provides the results on automatic evaluation. We see that in terms
of embedding based metrics, KP-S2S performs better than the baselines. This
results are consistent with human evaluation result in Table 1.

3.6 Case Study

For case study, we compared KP-S2S with baselines using some examples, as
shown in Figure 3. In Case 1, the response generated by KP-S2S, “Can’t a
single dog go out to make friends?”, contains a phrase “single dog” which is
semantically associated with word “loneliness” in the message. In other Cases,
there is also such kind of semantic association between the response generated
by KP-S2S and the message, e.g., “catch cold” and “wrapped up in my clothes”,
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Fig. 3. Examples of generated responses. Inappropriate responses are labeled with *,
and underlines indicate semantic association relationships captured by KP-S2S.

“go to the Industrial and Commercial Bank of China” and “open an bank ac-
count”, “buy it online” and “needs a interface”, “search in Baidu” and “how
to match the card” . It indicates that KP-S2S can successfully learn semantic
association from the training data, and such association relations can be seen as
knowledge to some extend, as shown in Case 1, 2 and 4. It seems that this kind
of knowledge implicitly represented in KP-S2S model bring a significant perfor-
mance improvement in terms of response appropriateness and informativeness.
In contrast, baseline models fail to capture such kind of semantic association.

4 Related Works

Lots of work in chitchat focus on learning response generation models from large
scale human-to-human dialogue corpus within a seq2seq framework [10, 14, 3, 9,
7, 4, 17, 12, 20, 19, 13].

Tao et al. [15] tried to extract different semantic aspects from a message and
the whole response is expected to focus on only a few words in each semantic
aspect. Semantic aspects are calculated by projecting hidden states of the en-
coder with k different parameter matrices. However, the problem that irrelevant
parts interfere with the association modeling between messages and relevant
parts in responses still exists. Serban et al. [8] tried to model high-level seman-
tic association between coarse words(e.g. entities) from messages and responses
respectively. Coarse words are different from key-phrase as they are restricted
to be specific categories of words, including nouns, manually selected verbs and
technical entities in utterances. Moreover, as coarse words can come from both
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relevant and irrelevant part in the response, the problem that irrelevant parts
interfere with the association modeling between message and relevant parts still
exists. Mou et al. [7] and Yao et al. [18] proposed to introduce cue words to the
model, they use PMI scores to model the semantic association between message
words and response words. However, irrelevant parts still interfere with the asso-
ciation modeling between message and relevant parts. Only 53% of the predicted
cue words based on PMI are appropriate to respond given message.

Many work [5, 11] attempted to calculate quality scores for message-response
pairs to promote contribution of high-quality instances to the training. These
scores are calculated and utilized at utterance level. Lei et al. [2] using rein-
forcement learning to put more weights on informative words, however, it is for
task-oriented dialogue systems rather than open-domain dialogue.

5 Conclusion

In this paper, we showed that sometimes only a part of response has semantic
association relationships with the message. We built a key-phrase annotation
model to reveal semantic association in message-response pairs. These annota-
tion results are applicable for other data-driven conversation models. Further, We
proposed a key-phrase aware end2end neural response generation model (KP-
S2S) that can effectively capture semantic association between messages and
relevant parts in responses. Experimental results showed that KP-S2S can gen-
erate more appropriate and informative responses than state-of-the-art baseline
models. In addition, simple use of key-phrase information in training data can
bring performance improvement for a cue-word based response generation model
in previous works [18].
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