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Abstract. Chinese character puzzles are popular games in China. To solve a
character puzzle, people need to fully consider the meaning and the strokes of
each character in puzzles. Therefore, Chinese character puzzles are complicated
and it can be a challenging task in natural language processing. In this paper, we
collect a Chinese character puzzles dataset (CCPD) and design a Stroke Sensitive
Character Guessing (SSCG) Model. SSCG can consider the meaning and strokes
of each character. In this way, SSCG can solve Chinese character puzzles more
accurately. To the best of our knowledge, it is the first work which tries to han-
dle the Chinese character puzzles. We evaluate SSCG on CCPD. The experiment
results show the effectiveness of the SSCG.
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1 Introduction

Chinese character puzzles have a long history in China. A Chinese character puz-
zle is always short and the answer is a single Chinese character. To solve a Chinese
character puzzle, people have to fully understand the meaning of each character. More-
over, they also need to make use of strokes of characters in puzzles. Therefore, it is not
easy to solve a Chinese character puzzle.

We show examples of Chinese character puzzles in Fig. 1. In Fig. 1 (a), there are
two characters “H” and “H”. To solve this puzzle, people need to combine these two
characters to be a new character “ B”. Character strokes are important in solving this
puzzle, since the strokes of the answer all come from the strokes in the puzzle.

In Fig. 1 (b), people have to fully understand the meaning of each character to

solve this puzzle. The word “ JL ¥ (son)” indicates “5 (man)” and the meaning of the
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word “H! tt(give birth to)” is same with the meaning of “ £ (deliver)”. Therefore, the
answer is the combination of “4=” and *“ 53> which is “4%”.

Fig. 1 (c) is amore complicated puzzle. There is a character “J&” in the puzzle. The
phrase “ 7K1 indicates “Water-Splashing Festival”. In this festival, people splash
water. Therefore, We need to remove “ 7K(water)” from the character “J%”. “7 ” also
indicates water in Chinese. After removing “7 ” from &7, the answer is ““ X”. In this

puzzle, people need to consider both the strokes and the meaning of the characters.

(@ HH&WHR — H+H — W
b) L — A+ —s
(¢) VhaKHy — h-K — %

Fig. 1. Examples of Chinese Character Puzzles

Overall, Chinese character puzzles are complicated. To solve the puzzles, people
need to fully consider the meaning and the strokes of each character. We consider that
it can be a challenging task in natural language processing. Therefore, we collect a
number of Chinese character puzzles and their answers. What’s more, we propose a
Stroke Sensitive Character Guessing (SSCG) Model. SSCG can solve Chinese character
puzzles by considering both character meanings and strokes.

Our contributions can be summarized as follows:

— We propose a Stroke Sensitive Character Guessing (SSCG) Model. To the best of
our knowledge, it is the first model which is designed to solve Chinese character
puzzles. SSCG can solve the puzzles based on both characters and their strokes.

— We collect Chinese character puzzles to construct a Chinese character puzzles
dataset (CCPD). CCPD can support further research of Chinese character puzzles.

— We conduct experiments to evaluate the performance of SSCG on CCPD. The ex-

periment results show the effectiveness of the SSCG.

2 Related Work

To the best of our knowledge, no research has been addressed on Chinese character
puzzles. In this work, we regard character puzzles as retrieval tasks. Therefore, we

introduce researches which are based on retrieval models.
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2.1 Retrieval-based Question Answering

Early researches on answer selection generally treat this task as statistic classi-
fication problems. These methods [9, 14, 24] rely on exploring various feature as the
representation of question answering. However, these methods rely heavily on feature
engineering, which requires a large amount of manual work and domain expertise.

Recently, researchers propose a number of data-driven models. Wu et al. [17] intro-
duce a gate mechanism to model the interactions between question and answer. Their
model can aggregate more relevant information to identify the relationship between
questions and answers. Wu et al. [16] further utilize the subject-body relationship of
question to condense question representation, where the multi-dimensional attention

mechanism is adopted.

2.2 Retrieval-based Conversation Systems

Conversation systems can be traced back to Turing Test [11]. Models in conver-
sation systems can generally be divided into two categories: generation-based method-
s [8,10,19,23] and retrieval-based methods [3,4]. Generation-based methods generate
a response according to a conversation context. Retrieval-based methods retrieve a re-
sponse from a pre-defined repository [6,20].

Early studies of retrieval-based methods focus on response selection for single-
turn conversation [4, 13, 15]. Recently researchers begin to focus on multi-turn conver-
sation [7,21,22,27]. A number of methods are proposed to improve the performance of
retrieval models [18,25,26,28]. Wu et al. [21] propose a sequential matching network
to capture the important contextual information. Young et al. [25] investigate the im-
pact of providing commonsense knowledge about the concepts covered in the dialogue.
Inspired by Transformer [12], Zhou et al. [28] investigate matching a response with its

multi-turn context using dependency information based entirely on attention.

3 Model

To solve Chinese character puzzles, we propose a Stroke Sensitive Character Guess-
ing (SSCG) Model (as shown in Fig. 2). There are three modules in SSCG: Answer
Stroke Encoder (ASE), Puzzle Stroke Encoder (PSE) and Puzzle Solver (PS). ASE and
PSE encode the strokes in answers and puzzles as vectors respectively. Then, PS gives

a matching score between puzzles and their candidate answers.
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Fig. 2. The General Structure of SSCG

3.1 Problem Definition

Given a Chinese character puzzle P = (p1, po, ..., pr,) and a set of candidate an-
swers A = {ay,aq,...,an}, our task is to find the correct answer of P from A. Both
p; and a; are Chinese character. L is the length of the puzzle and N is the size of the

candidate set.

Answer Stroke Encoder Strokes in answers are always important in solving Chinese
character puzzles. Therefore, we propose an Answer Stroke Encoder (ASE) to encode
the information from answer strokes into fixed length vectors (as shown in Fig. 2 (a)).
Given an answer a and its strokes S, = (s{,s%, ..., s%) (T is the size of S,), we
use Recurrent Neural Networks (RNNS5s) to construct the answer stroke encoder. It is

described in Equation 1.

hi = faru(hi_y,e(st)) )]

where h¢ is the hidden state of the ¢-th timestep, s¢ is the ¢-th stroke, e(-) is the em-
bedding of the stroke, fgry () means Gated Recurrent Unit (GRU) [2]. Then we use

an attention mechanism [1] to calculate the weighted sum of the hidden states.
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T
Cq = E Olih,;vz
i=1

- eap(Bi) )
S eap(By)
Bi = Watanh(Wy(e'(a) ® h{))

where ¢’(a) indicates the character embedding of answer a, h{ is the -th hidden state,

@ is a concatenation operation. W, and W, are weighted matrices to be learned.

Puzzle Stroke Encoder According to our observations, the strokes of each character
are important in solving Chinese character puzzles. Moreover, the strokes in the char-
acters in a puzzle are always related the strokes in its answer. Thus, in Puzzle Stroke
Encoder (PSE), we encode the strokes of each character with the guidance of the in-
formation from answer strokes (as shown in Fig. 2 (b)). Giving a character in a puzzle
character p and its strokes S, = (s!,sh, ..., s5.,), we use RNNs to encode the strokes

which is described in Equation 3.

hy = faru(hi_i, e(s))) A3)

where hY is the hidden state in the ¢-th timestep, s} is the ¢-th stroke of p, e(-) is the
embedding of the corresponding stroke.
We use an attention mechanism to combine the hidden states. The attention mech-

anism we used is described in Equation 4.

T/
— 13,p
cp = E ol
i=1

o _can(8) @

il exp(B))
B; = Wetanh(Wy(c, @ b))

where c, is calculated by Equation 2, hf is the i-th hidden states. W, and W, are

weighted matrices to be learned. We use ¢, as the stroke representation of character p.

Puzzle Solver In Puzzle Solver (PS), we use an RNN to encode the information of each
character in a puzzle. We represent each character with the concatenation of its character

embedding and stroke representation. This process is described in the following.
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hi = faru(hi_i, €' (pr) ® cp) ®)
where h{ is the hidden state in the ¢-th timestep, p; is the ¢-th word in the puzzle, €’(-)
represents the embedding of a character, c; is the stroke representation of p; and it is
calculated according to Equation 4.

Then we calculate the weighted sum of the hidden states according to Equation 6.

T/
o= &;h}
i=1
o cap(B) ©)
(2 ’ ~
S exp(B))
Bi = Wetanh(W (€' (a) @ hS))
where ¢’(a) is the embedding of a, h{ is the hidden state in the i-th timestep. W, and
Wy are weighted matrices to be learned.

As shown in Fig. 2 (c), we combine ¢’ (a), ¢, and ¢,. Then, we calculate the match-

ing scores between the puzzle and the answer according to Equation 7.
§=c(Wy(€(a) ®cq ® cs)) (7

where o(-) is a sigmoid function, W, is a weighted matrix to be learned.
In training process, we use binary cross entropy as our loss function. It is calculated

according to Equation 8.

M
Loss — _% ;@izog(@i) + (1= yi)log(1— 4,)) ®)

where M is the batch size, §; is the i-th matching score calculated by Equation 7, y; is
the target. y; is 1 when the answer is correct and it is 0 when the answer is wrong.
In test process, SSCG gives score to all candidate answers and we rerank the can-

didate answers according to their matching scores.

4 Experiment

4.1 Dataset
We collect Chinese character puzzles from Baidu Hanyu* and Hydcd®. Each char-
acter puzzle has a corresponding answer. The strokes of each word is collected from

* https://hanyu.baidu.com
5 http://www.hyded.com/baike/zimi.htm
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Hitpcen®. All the Chinese character puzzles contain 2,738 different characters. The length
of puzzles ranges from 1 to 38. We finally choose 9,354 puzzle-answer pairs as training
set, 500 pairs as validation set and 450 pairs as test set. The statistics of the dataset is

shown in Table 1. This dataset is available online’.

Table 1. Data Statistics

Train Valid Test

Avg.# characters per puzzle 6.44 5.75 5.86
Avg # strokes per character in puzzle 9.30 8.27 8.14
Different characters in puzzle 2662 879 821

4.2 Experiment setup

Our model is implemented with PyTorch®. In practice, we initialize character em-
bedding randomly. We do not share the character embedding between puzzles and an-
swers. In training set, we choose 2,687 characters in puzzles as the puzzle vocabulary,
3,198 characters in answers as the answer vocabulary. Characters in puzzles but not in
the puzzle vocabulary and the characters in answers but not in the answer vocabulary
are replaced with <unk>.

We set the word embedding size as 128. The RNNs in ASE, PSE and PS are 1-
layer RNNs and the hidden size is set to be 256. We share the parameters of the RNNs
in ASE and PSE. We use the Adam [5] as our optimizer. The batch size is set to be 128.

We set the learning rate as 1le — 04. The dropout rate is set to be 0.1.

4.3 Evaluation Metric

R;QF In this paper, we use R;QF to evaluate the performance of compared models
automatically. For each puzzles in test set, there are k different characters in candidate
answer set. We rank the candidate answers by the score given by models. If the correct
answer is ranked in top E, this answer will be correct. In our experiments, we use
R>@Q1, R5Q1, R1(@1 to evaluate the performance of models.

WCH.COD’I

7 https://github.com/wizare/A-Chinese-Character-Puzzles-Dataset
8 https://pytorch.org
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4.4 Compared Model

To the best of our knowledge, there is no existing model about Chinese character

puzzles. We design compared models in the following.

Plain Guessing Model (PGM) We concatenate a character puzzle and a candidate an-
swer character as an input sequence. We use RNNs with GRU to process the sequence.
We use self-attention and max-pooling to combine the hidden states. Then we use a

linear transformation and sigmoid function to calculate the matching score.
Character Guessing Model (CGM) In CGM, we remove the ASE and PSE in SSCG.
CGM calculates the matching score only based on word embeddings. We compare the

performance between CGM and SSCG to explore the effectiveness of character strokes.

4.5 Experiment Result

Table 2. Experiment Results

Model R,@1 RsQ1 Ri0@1
PGM 52.68% 28.82% 15.54%
CGM 54.98% 36.14% 29.92%
SSCG 57.44% 38.06% 32.36%

The experiment results are shown in Table 2. According to our experiments, CGM
significantly outperforms PGM (p-value<0.05). PGM gets 52.68% in R2@1, while the
value of CGM is 54.98%. In R5@Q1, CGM gets 36.14% which is 7.32% higher than the
value of PGM. The R19@1 of PGM is 15.54% which is 14.38% lower than CGM. In
PGM, there is only a self-attention and max-pooling operation. In CGM, all the hidden
states are summed together under the guidance of the candidate answers. Therefore,
CGM can find the answers more accurately since it can focus on important characters.

Moreover, SSCG is significantly outperforms PGM (p-value<0.05) and CGM (p-
value<0.01) in all evaluation metrics. In Ro@1, SSCG gets 57.44% which is 2.46%
higher than CGM. The R;@1 of SSCG is 38.06% and it is 1.92% higher than CGM.
SSCG gets 32.36% in R1(@1, while the value of CGM is 29.92%. There are ASE and
PSE in SSCG. Both of them can help SSCG to be sensitive the character strokes. As a

result, SSCG can solve character puzzles better.
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ID Puzzle Explanation Target PGM CGM SSCG
(1) VIEbE L FE — |l + > %= 2| 2|
(2) TR — K + 7 = q] * il il
G “RELWNZ — “E+ L+ % — B By G B
@ HosEA — H - O — il il i)

Fig. 3. Results of Compared Models

To further compare the performance between PGM, CGM and SSCG, we sample
some cases and show in Fig. 3. In case 1, we need to combine the character “J=” and
“111” together. The result is “J5”. PGM fails to answer it correctly while both CGM and
SSCG give a correct answer. In case 2, we need to extract a part of the character “Ji]”
and “ 4] to get the result “7]”". Both CGM and SSCG can answer it correctly. However,
PGM gives an incorrect answer “-”. The puzzles in these two cases can be solved by
combining two characters. CGM and SSCG can answer them correctly. It shows the
effectiveness of the attention mechanisms in these two models. The puzzles in case
3 and 4 are more complicated. In case 3, a model needs to extract “— ", “.»” and
combining the meaning of “£” to solve this puzzle. Both PGM and CGM fail to solve

113

this puzzle. However, SSCG can successfully get the correct result “ . According to
the puzzle in case 4, the “ «U>(heart)” of “H"” should be removed. The word “:(»(heart)”
indicates the “-” in the character “H ™. Thus, the result should be “ 1. In this case, only
SSCG gives a correct answer. After considering the meanings and strokes of characters,

SSCG can solve more complicated Chinese character puzzles.

5 Conclusion

In this paper, we propose a Stroke Sensitive Character Guessing (SSCG) Mod-
el which can solve Chinese character puzzles. We collect a Chinese character puzzle
dataset. We conduct experiments to demonstrate the effectiveness of the attention mech-
anism and the strokes. Experiment results show that the attention mechanism and the
stroke encoders (ASE and PSE) can significantly improve the performance.

In the future, we will try to further improve the model so that it can get a better
performance. We plan to take the advantage of knowledge graph into our model for

even better performance.
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