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Abstract. Human conversations are often embedded with emotions. To
simulate human conversations, the response generated by a chatbot not
only has to be topically relevant to the post, but should also carry an ap-
propriate emotion. In this paper, we conduct analysis based on social me-
dia data to investigate how emotions influence conversation generation.
Based on observation, we propose methods to determine the appropriate
emotions to be included in a response and to generate responses with
the emotions. The encoder-decoder architecture is extended to incor-
porate emotions. We propose two implementations which train the two
steps separately or jointly. An empirical study on a public dataset from
STC at NTCIR-12 shows that our models outperform both a retrieval-
based method and a generation model without emotion, indicating the
importance of emotions in short text conversation generation and the
effectiveness of our approach.

Keywords: Short Text Conversation · Emotion · Neural Response Gen-
eration · Attention Mechanism · Response Emotion Estimation.

1 Introduction

Conversation is emerging as a new mode of interaction between users and systems
for important applications, such as chatbots [13]. Generating natural language
conversations, or short text conversation (STC), is a challenging task in the
artificial intelligence field. Many existing studies on STC target conversations
on social media. The task is to generate a response (comment) that can reply
to a user’s previous post. The recent progress of neural networks [2,3,4] has
demonstrated the great potential of constructing competitive generative models,
which have been used in conversation generation [14,16,17].

? Ruihua Song is the corresponding author.
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Fig. 1. Two example posts with corresponding response candidates. (Rel: relevance)

A good response should be fluent and related to the topic of the post. These
are the evaluation criteria used in most existing studies. We observe, however,
that another important aspect of human conversation - emotion - plays an im-
portant role in human conversation. Only several emotions are appropriate for
responding to a given post. For example, for the left post “I just saw a young
man on a motorbike being hit” in Figure 1, while surprise is an appropriate
emotion, happiness is not suitable because the post is sharing bad news. The
appropriate emotions are not only post-dependent but also diverse. For the right
post “Today I become one year older again” in Figure 1, the following three com-
ments express multiple emotions: happiness, sadness and surprise which are all
suitable. Thus the emotion aspect should be incorporated in STC.

Recently there are existing studies [1,5,9,12,23,25] and tasks (e.g. NTCIR-14
CECG subtask) focusing on incorporating emotions into STC. However, they
only focus on either emotion diversity or emotion appropriateness of generated
responses. Most existing models are proposed to generate emotional responses of
any given emotion. In real-world applications, such signals are usually lacking.
The system should be able to select appropriate emotions to use in the response.

Our objective is not merely to generate comments that are topically relevant
to a given post, but also emotionally suitable. To fully understand how the emo-
tions are expressed in the conversation, we conduct an analysis on social media
data. Based on the remarkable findings, we first propose a stepwise solution:
given a user post, an RNN-based emotion relevance estimator determines the
emotion preferences for responding to a post. After that, the encoder-decoder
generator module generates comments relevant to the post with the determined
emotion. We then rank the generated comments considering both emotion prob-
ability and generation quality. We further propose a joint emotion-aware neural
response generation model where the two modules are trained together to enable
knowledge transferring to each other in post context learning.

Experimental results show that both our stepwise model and the joint learn-
ing model outperform competing methods in generating responses and re-ranking
retrieved comments. More importantly, our models produce more diverse re-
sponses with appropriate emotions.

Our main contributions in this paper are as follows:
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– We propose methods to generate emotion-aware responses to mimic human
conversations. Our models can determine the relevant emotions to reply to
a user post and generate responses with appropriate emotions.

– Our experiments show superior performance with emotion-aware responses.
This study also opens the door for designing STC systems with personality.

2 Related Work

Approaches to short text conversation can be classified into retrieval-based meth-
ods and generation-based methods.

Retrieval-based methods choose the suitable response from a large candidate
dataset of short text responses. [10] integrates several semantic and syntactic
features such as text similarities, topic words for matching and ranking candidate
responses. Convolutional Neural Networks [8] and Long Short-Term Memory [19]
are also introduced to extract sentence-level features. A limitation of retrieval-
based approaches is that responses are limited to those seen in the repository.

Generation-based methods generate new responses. [17] constructs a sequence-
to-sequence model with an RNN encoder-decoder structure. [14] proposes a re-
sponding machine based on the encoder-decoder model with an attention mecha-
nism. This last approach is similar to ours, but without the emotion component.
Although these models can generate relevant responses to the post context, they
are deprived of other characteristics in human conversation such as emotion.

Recently, [23] proposes an emotional chatting machine which can react to
the post with a required emotion, while [9] implements several strategies to em-
bed emotion into sequence-to-sequence models. [25] incorporates reinforcement
learning into emotional response generation based on a large dataset labeled by
emojis. [5] designs an affect sampling method to force the neural network to gen-
erate emotionally relevant words. Although these studies show the possibility of
generating a response capable of conveying an emotion, the approach is limited
in that the emotion of the response should be determined manually by the user.
In real-world applications, such signals are usually lacking. [12] tracks emotions
in whole conversations and predicts the emotion for responding. [1] constructs
affective loss functions to regularize the emotion of the response. However, these
models cannot choose multiple relevant emotions and the predicted emotions are
not explicit emotion categories. In this study, we aim to automatically determine
the appropriate emotions to be expressed in a response and generate responses
conveying these emotions. This is a significant extension of previous studies.

3 Analysis on Emotion in STC

To analyze whether and how an emotion plays a role in short-text conversation,
we choose human conversations from the NTCIR-12 STC-1 collection, which is
extracted from Weibo (a Twitter-like social media platform in China). We ran-
domly sample 500 posts and 14,583 corresponding comments from the dataset.
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Table 1. Emotion distribution in posts and comments in the repository.

Emotion others happiness sadness disgust surprise anger

Post 0.431 0.339 0.118 0.047 0.049 0.016

Comment 0.277 0.445 0.110 0.091 0.060 0.017

– Emotion Definition Following [6], the emotion is drilled down into six
categories: neutrality, happiness, sadness, disgust, surprise, and anger.

Since the emotion of a short text sentence might be subjective, we hire three
assessors to independently label each post and comment. They are asked to
assign one of the six emotion classes to each sentence according to their first
impression. The Fleiss’ Kappa [7] of three assessors is 0.41, which equates to
moderate agreement. This agreement level is expected because of the highly
subjective nature of the judgments. In our analysis, we use the raw judgments
of the three assessors and regard them as multiple labels.

Several facts about the use of emotions in STC are observed:

– Human conversations are often tinged with emotions. The distri-
bution of emotions among posts and comments is shown in Table 1. We find
that about 57% of posts and 72% of comments contain explicit emotions (other
than the others category). This confirms our hypothesis that emotion plays
an important role in conversations.

– Multiple emotions can be expressed in human responses to the same
post. The reactions of users to a post are not homogeneous in emotion. Dif-
ferent users may feel differently and they may express different emotions in
comments. To quantify this phenomenon, we count the distribution of com-
ments with different emotions to each post and calculate its Shannon Entropy.
The mean normalized entropy is 0.574, which roughly means that a post would
receive comments with three different emotions if they have equal probabili-
ties. This shows the large variation in user’s reactions to the same post.

– Different posts have different response emotion preferences. A sys-
tem comment could contain any of the possible emotions to be emotionally rel-
evant. However, the possible emotions of comments facing a post may change

Fig. 2. Emotion transition heat map of sampled data. Each number represents the
probabilities of responding to the post with this emotion when given the post emotion.
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largely depending on the post. Figure 2 shows the emotion transition proba-
bilities from post to comment (i.e. P (comment emotion |post emotion)). For
posts with different emotions, the distributions of comment emotions are very
different from each other. Meanwhile, for posts of the same category, the ap-
propriate comment emotions may also change largely (see in Figure 1).

The above analyses show that the comments to a post should not only be
topically relevant, but also emotionally relevant.

4 Emotion-Aware Response Generation

Given the input post X = (x1, ..., xT ), our goal is to generate a response Y =
(y1, ..., yt), and we want the emotion of Y (EY ) to be appropriate to the post X.
In other words, we aim to maximize the generation probability of a response Y
with the corresponding emotion EY :

P (Y, EY |X) = P (EY |X)× P (Y |EY , X) (1)

The whole response generation can be implemented in two different ways: (1)
Two-step generation: We first determine the appropriate comment emotion(s)
for an input post X, and then generate the comments corresponding to the
emotion(s); (2) The two steps are trained jointly, with certain shared parameters.
After generating responses with relevant emotions in the test stage, we rank
all candidate responses with the overall scoring function based on generation
probability to obtain final responses.

4.1 Two-Step Emotion-Aware Response Generation Model

Response Emotion Estimator A response emotion estimator is proposed
to measure P (EY |X): how relevant an emotion EY is for responding to post
X. Our implementation of this estimator is inspired by [18,24], which proposes
an RNN-based text classification method with an attention mechanism. Figure
3(a) shows the architecture we implement. Similar to [18,24], we first create the
hidden representations of the post X with an RNN encoder, followed by the
use of an attention mechanism, a fully connected layer and finally a softmax to
determine the probability of each emotion.

Following [2], we use a bidirectional recurrent neural network as the encoder.
It consists of a forward RNN and a backward one. The overall hidden state hej for
word xj in the post sequence is the concatenation of the forward and backward

hidden states: hej = [
−→
hej

T ;
←−
hej

T ]T .
We then calculate the weighted hidden representation z:

z = βhe , βi =
exp(ei)∑T

k=1 exp(ek)
, ei = vT tanh(Uhei +Wb tanh(Wsb

←−
he1)) (2)

Here
←−
he1 is the backward hidden state of the first word x1, Wsb ,Wb ∈ Rn×n,

U ∈ Rn×2n and v ∈ Rn are weight matrices, n is the dimension of hidden states.
The representation z is then fed into a softmax fully connected layer:
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(a) (b)

Fig. 3. Structure of (a) the response emotion relevance estimator and (b) the neural
response generator. he and h are sets of hidden representations of the post X.

r = softmax(Wzz + b)

where Wz ∈ R2n×Ne , b ∈ RNe and Ne is the number of emotions (6 in our case).

The probability that emotion EY is relevant to post X is P (EY |X) = rEY .
We use log-likelihood as the loss function of our emotion relevance estimator:

L(θ1) =
∑

(X,EY )∈S

logP (EY |X) (3)

Emotion-Aware Response Generator We propose an emotion-aware re-
sponse generator to obtain the response Y by maximizing P (Y |EY , X) with the
given emotion EY for the given post X. The framework is shown in Figure 3(b).

– Encoder Similar to the encoder in our response emotion relevance estimator,
we use another bidirectional recurrent neural network as the encoder. The
overall hidden state for word xj in the post sequence is: hj = [

−→
hj

T ;
←−
hj

T ]T .

– Attention and Decoder Similar to the traditional attention module [2],
hidden states h = (h1, ..., hT ) are fed into the attention unit to obtain the

context vector ct at time t: ct =
∑T

j=1 αtjhj . Here the weight parameter αtj

is computed by

αtj =
exp(rtj)∑T

k=1 exp(rtk)
, rtj = vTa tanh(Uahj +Wast−1)

where si−1 is the hidden state of the decoder at time t− 1, the initial hidden

state s0 is computed by s0 = tanh(Ws
←−
h1), Ws,Wa ∈ Rn×n, Ua ∈ Rn×2n and

va ∈ Rn are weight matrices, n is the dimension of RNN hidden states.
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Fig. 4. Structure of jointly emotion-aware response generation model. h is the set of
hidden representations for both emotion relevance estimation and generating responses.

We extend the standard decoder of the attention model with the emotion of
output text EY . Thus the probability of generating the t-th word yt is:

p(yt|yt−1, .., y1, EY , X) = g(yt−1, st, ct, VEY ) (4)

where g is the softmax activation function, VEY is the embedding of emotion
EY , st = f(st−1, yt−1, ct, VEY ) is the hidden state at time t calculated by the
RNN unit f .

– Loss Function We use the sum of log-likelihoods to train sequence decoding:

L(θ2) =
∑

(X,Y )∈S

logP (Y |EY , X) =
∑

(X,Y )∈S

t∑
i=1

p(yi|yi−1, ..., y1, EY , X) (5)

4.2 Joint Emotion-Aware Response Generation Model

It is intuitive that the same post would be represented in the same way at the
hidden layer, so that both response emotion estimator and generator can share
the same hidden representations.

Figure 4 shows the whole structure of the joint learning model. As the hidden
representations are used for two tasks, we use a loss function that combines the
two previous ones for the training:

L(θ) = L(θ1) + λgL(θ2) =
∑

(X,Y,EY )∈S

logP (EY |X) + λg logP (Y |EY , X) (6)

where λg is the weight of generation loss, which is set empirically.
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Table 2. Statistics for the STC dataset

Posts Comments Post-Comment Pairs

Training Repository 196,495 4,637,926 5,648,128

Validation Data 225 6,017 6,017

Test Data 100 22,856 26,096

4.3 Ranking Generated Results

To compare the fitness between responses generated with different possible emo-
tion categories during testing, a scoring function for ranking is necessary. This
function should fully consider two probabilities: the relevance of an emotion
for the post X, and the generation of the comment sentence. As the length
of comments may vary, the latter can change greatly. In order to better bal-
ance the influence of the sequence length, we replace the generation probability
P (Y |EY , X) by the following average log-likelihood:

l̂(Y |EY , X) = 1
t

∑t
i=1 log p(yi|yi−1, ..., y1, EY , X)

Thus, the overall generation scoring function is as follows:

s(Y, EY |X) = λ log p(EY |X) + (1− λ)l̂(Y |EY , X) (7)

where λ is the weight parameter.

5 Experiments

5.1 Experiment Setup

Data The dataset comes from the NTCIR-12 STC task [15]. Table 2 gives some
details from this dataset. The comments and their official evaluated scores for
the test posts are collected by pooling the top ten results from all participants’
submissions. There are three levels of judgment, L2, L1 and L0, which correspond
to gain values of 3, 1, and 0. We also hire three assessors to label new generated
comments in our experiments using the same criteria [15] and evaluation protocol
as NTCIR. In the overall labeling period, the three assessors achieve 0.259 in
terms of Fleiss’ kappa [7]. This means they reach fair agreement. We choose the
median value of three assessors’ ratings as the final label.

For training the emotion-aware neural response generation model, the ground-
truth emotion labels of the comments EY are necessary. We train the classifier to
obtain emotion labels using Kim-CNN [11] on a large scale Weibo dataset which
contains a total of 1,200,000 short texts with emoticons (e.g., smiley face). Emoti-
cons have been used in a number of previous studies to determine the emotions
of a text [20]. Similarly, we also map emoticons to emotions (e.g., smiley face
to happiness). Then the labeled short text with emoticons removed are used for
training. We test the emotion classifier on the labeled data created in the data
analysis section. For the six categories, the overall accuracy is 0.503 which is
acceptable for a 6-class classification task.
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Training Details We choose the Jieba Chinese word breaker6 to cut the short
text sentences into word sequences. Since the distribution on words for posts and
comments are different, we construct two vocabularies, each of which contains
the 40,000 most frequent words for posts and comments. The max length of post
and comment sentences is set to 40 words to reduce training costs.

We implement our model using Chainer7. Gated recurrent unit (GRU) are
used for RNN encoder and decoder and the hidden size is set to 512. The word
embedding length and emotion embedding length are 200 and 100, respectively.
We use the Adadelta algorithm [21] as the training optimizer. We initialize model
parameters by sampling from a uniform distribution between -0.1 and 0.1. λg
and λ are empirically set to 1.0 and 0.5 by the validation dataset.

Measurements We use three official measures of the NTCIR-12 STC task [15]:
Normalized Gain at Rank 1 (nG@1), Normalized Expected Reciprocal Rank at
10 (nERR@10) and P+. We further choose Diversity in [22] for measuring
the generated result. For all metrics, high values represent good performance.

Baselines

– Generation-based models We compare our models with a generative
model without involving emotion. This model is exactly the same as the local
scheme of the Neural Responding Machine in [14] (denoted as NRM Loc).
We denote our two-step learning model as ENRG Split and joint learning
model as ENRG Joint. To evaluate our model in detail, two contrasting im-
plementations are proposed: 1) We use a uniform emotion distribution among
all emotions. This uniform distribution is used to replace the emotion estima-
tor in the joint learning model (denoted as ENRG Uniform); 2) We use the
emotion transition probabilities in Figure 2 to predict the response emotion
according to the post emotion (denoted as ENRG Transition). Here the
post emotion is predicted by our emotion classifier trained before.

– Retrieval-based models The STC task in NTCIR-12 collects several
retrieval-based results [15]. We therefore choose 1) BUPT-C-R4 which is
the best performer in the STC task; 2) IR base which is our retrieval-based
method that is submitted to the STC task and officially evaluated.

5.2 Evaluation on Generation Results

In this experiment, we compare the generation results of our four proposed
ENRG models with the existing NRM Loc model. For each ENRG model, we
first calculate the probabilities of each candidate emotion being the responding
emotion. Then we generate the top ten comments using beam search with a beam
size = 30 for each responding emotion, and rank the results by the proposed

6 https://github.com/fxsjy/jieba
7 A flexible framework of neural networks for deep learning, http://chainer.org



10 Chen et al.

Table 3. Evaluation result of generation methods. We conduct student t-tests between
NRM Loc and other methods and there is no significant difference. We also conduct
t-tests between ENRG Uniform and other methods. “?” means that p-value < 0.05.

Runs Mean nG@1 Mean nERR@10 Mean P+ Diversity

NRM Loc 0.3533 0.5166 0.5203 0.8503

ENRG Uniform 0.3233 0.4786 0.4825 0.8488

ENRG Transition 0.3667? 0.5277? 0.5345? 0.8535

ENRG Split 0.3767 0.5410? 0.5351? 0.8356

ENRG Joint 0.3800? 0.5441? 0.5402? 0.8669

scoring function. For NRM Loc, we use the same beam search to generate the
top ten comments without considering emotion. Results are shown in Table 3.

The table shows that our emotion-aware neural response generation models
ENRG Joint and ENRG Split, as well as ENRG Transition, outperform NRM Loc
on all three STC metrics. This result shows that emotion information does help
in generating suitable comments when it is modeled reasonably. On the other
hand, ENRG Uniform performs worse than the model without any assumption
about the comment emotion (NRM Loc), which shows that an unreasonable
assumption of the relevance of emotions would be of more harm than help.

ENRG Joint not only leads to a significant improvement over ENRG Uniform
(p < 0.05 for nG@1, nERR@10 and P+), but also makes an improvement over
ENRG Transition on all metrics. This indicates that the appropriate comment
emotion should be post-dependent.

Compared with ENRG split, ENRG Joint performs better in nG@1, nERR@10
and P+. This confirms the advantage of training two modules together. By shar-
ing the same encoder parameters, the learning quality of the post context can be
improved because it can benefit from both objectives. Among all generation mod-
els, ENRG Joint can generate the most diverse responses, whereas ENRG split
has even lower diversity than NRM Loc. This suggests that disconnecting emo-
tion estimation and response generation may not be the best solution.

Case Study To understand how each method works, we provide some examples
of the top-ranked responses in Figure 5. We can see that NRM Loc only gener-
ates comments with popular positive emotions for the example post. Meanwhile,
ENRG Joint generates a sad comment “I can’t go there, what a pity” which is
also suitable for responding to the same post. This indicates that our model has
a better ability to generate diversified comments of different appropriate emotion
classes than a model that does not explicitly manage emotions.

5.3 Evaluation on Retrieval-Based Results

For each generative method, we re-rank the top ten comments given by the
retrieval-based baseline method IR base. All these re-ranking results can be
evaluated by the test labeled data and compared with other retrieval-based re-
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Fig. 5. Four comments generated by ENRG Joint and NRM Loc for the test post.

Table 4. Comparing the methods of applying different generation models in re-ranking
our retrieval-based results with baseline methods. We conduct student t-tests between
the IR base and the other methods. “?” means that p < 0.05.

Runs Mean nG@1 Mean nERR@10 Mean P+

IR base 0.3367 0.4592 0.4854

BUPT-C-R4 0.3567 0.4945 0.5082

NRM Loc 0.3967 0.5169* 0.5470*

ENRG Uniform 0.4133* 0.5309* 0.5624*

ENRG Transition 0.4167* 0.5211* 0.5536*

ENRG Split 0.4200* 0.5201* 0.5563*

ENRG Joint 0.4200* 0.5240* 0.5565*

sults in NTCIR-12 STC-1. We compare our models with three baseline methods:
IR base, BUPT-C-R4 and NRM Loc. Results are shown in Table 4.

The results indicate that any re-ranking method on top of the retrieved
comments can improve performance, validating the hypothesis that an explicit
consideration of emotions would help determine more appropriate comments.

Different from the previous results in comment generation, we no longer
observe a clear superiority of ENRG Joint and ENRG Split over ENRG Uniform
and ENRG Transition. We believe that the reason lies in the limited number of
candidates which the re-ranking models have to work with. As the selection of
the retrieved comments does not involve emotions explicitly, the comments may
express very few emotions. Thus the effect of our emotion estimator is limited.

6 Conclusions

In this paper, we investigate how emotion influences responses to posts in human
conversations. We propose an emotion-aware neural response generation solution
for short text conversation. Our proposed approach performs the best in exper-
iments of both generation and re-ranking scenarios on a public dataset. In the
evaluation of generated results, our jointly learning model improves performance
over the baseline generation-based method by 6.6% in nG@1, 5.3% in nERR@10
and 3.9% in P+. In re-ranking retrieval-based results, our method significantly
beats the baselines and achieves 24.7% improvement in terms of nG@1.
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