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Abstract. Recognizing Textual Entailment is a fundamental task of natural lan-

guage processing, and its purpose is to recognize the inferential relationship be-

tween two sentences. With the development of deep learning and construction 

of relevant corpus, great progress has been made in English Textual Entailment. 

However, the progress in Chinese Textual Entailment is relatively rare because 

of the lack of large-scale annotated corpus. The Seventeenth China National 

Conference on Computational Linguistics (CCL 2018) first released a Chinese 

textual entailment dataset that including 100,000 sentence pairs, which provides 

support for application of deep learning model. Inspired by attention models on 

English, we proposed a Chinese recognizing textual entailment model based on 

co-attention and aggregation. This model uses co-attention to calculate the fea-

ture of relationship between two sentences, and aggregates this feature with an-

other feature obtained from sentences. Our model achieved 93.5% accuracy on 

CCL2018 textual entailment dataset, which is higher than the first place in pre-

vious evaluations. Experimental results showed that recognition of contradic-

tion relations is difficult, but our model outperforms other benchmark models. 

What’s more, our model can be applied to Chinese document based question 

answer (DBQA). The accuracy of the experiment results on the dataset of 

NLPCC2016 is 72.3%. 

Keywords: Textual Entailment, Co-attention, Aggregation, DBQA. 

1 Introduction 

Recognizing Textual Entailment (RTE), also known as natural language inference 

(NLI), is one of the important tasks in the field of natural language processing (NLP), 

and its achievement could be applied to other tasks such as Question Answer (QA), 

reading comprehension, etc. RTE is a study to determine whether there is a one-way 

semantic inferential relationship between two sentences. The two sentences are called 

as premise and hypothesis, respectively. According to whether the hypothesis can be 
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inferred by the corresponding premise, the relationships between two sentences can 

be divided into three categories: entailment, contradiction and neural (Table 1). 

Table 1. Textual Entailment samples  

In recent years, English textual entailment recognition has been developing rapidly 

because of the construction of large-scale annotated corpus [1] and the development 

of deep learning methods [2]. In deep learning neural models, attention based models 

perform well in English textual entailment recognition, which can effectively extract 

interactive information between two sentences. 

In the field of Chinese recognizing textual entailment, Tan et al. [3] proposed the 

BiLSTM+CNN method and the accuracy achieved 61.9% in RITE2014 Chinese cor-

pus. The hierarchical LSTM method proposed by Chen et al. [4] achieved 58.9% 

accuracy on reading comprehension data M2OCTE. However, the lack of Chinese 

large-scale corpus makes the use of deep learning model still relatively rare. Table 2 

lists the common Chinese RTE datasets. The CCL2018 Chinese RTE task firstly re-

leases a Chinese textual entailment corpus with 100,000 sentences pairs2, which pro-

vide support for the use of deep neural methods, The current highest accuracy on this 

corpus is 82.38%. The attention-based models in Chinese textual entailment have a 

better condition for application due to the improvement of large-scale corpuses. 

Table 2. Chinese Textual Entailment datasets 

 train/test 

(number of sentences pairs) 
Accuracy (%) 

RITE2014 1,976/1,200 61.74[3] 

M2OCTE 8,092/5,117 58.92[4] 

CCL2018 90,000/10,000 82.382 

Inspired by the models of Decomp-Att [5] and SWEM [6], this paper proposes a 

textual entailment model based on co-attention and aggregation, which obtains 93.5% 

on the CCL2018 Chinese textual entailment recognition dataset. The accuracy ex-

ceeded the first place in previous evaluations of CCL2018. The model simultaneously 

calculates a weight matrix of two sentences through co-attention. The weight matrix 

that denote relationship between two sentences is interacted with encoding features 

through aggregation. In order to test the cross-task ability of the textual entailment 

model, this model was applied to QA tasks, and 72.3% accuracy was obtained on the 
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Premise Hypothesis Relationship 

长颈鹿的嘴巴闭上了。 

(The giraffe's mouth closed.) 

长颈鹿不吃东西。 

(The giraffe doesn't eat.) 
Entailment 

长颈鹿的嘴巴闭上了。 

(The giraffe's mouth closed.) 

长颈鹿的嘴巴张开。 

(The giraffe's mouth is open.) 
Contradiction 

长颈鹿的嘴巴闭上了。 

(The giraffe's mouth closed.) 

长颈鹿的脖子长。 

(The giraffe has a long neck.) 
Neutral 

http://www.cips-cl.org/static/CCL2018/call-evaluation.html#task3
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DBQA dataset of NLPCC2016, exceeding the third place in the evaluation of 

NLPCC20163.  The contributions of this model are as follows:  

(1) We successfully use co-attention in Chinese textual entailment to recognize the 

semantic inferential relationship between two sentences.  

(2) We use aggregation to get more features of the encoding layer and reduce fea-

tures loss.  

(3) We add a pooling operation to enhance our model’s ability of features extrac-

tion. 

The rest of this paper included: Section 2 introduces the related backgrounds of the 

RTE models. Section 3 describes the model based on co-attention and aggregation in 

details. Section 4 shows the experimental results and discussions, and Section 5 is 

conclusion and prospect. 

2 Related work 

RTE is firstly proposed by Dagan et al. [7]. Early studies usually use evaluation da-

tasets such as PASCAL [8], RTE [9] and SICK [10]. Then large-scale annotated cor-

puses such as SNLI and MultiNLI [11] are published, which facilitate the application 

of deep learning models on RTE task. The textual entailment methods based on deep 

learning have two types. The first method, uses the encoder to obtain the features of 

two sentences respectively, and then uses the aggregation to construct the correspond-

ing feature. The second method uses attention to match words of two sentences, and 

obtains the feature vector of their relationship. 

The first method is characterized by encoding sentences respectively. Bowman et 

al. [1] first use the neural network model to process textual entailment. They use 

LSTM and RNN to represent the sentence pairs in SNLI, and finally input the connec-

tion of these two representations into the multi-layer perceptron. Their experimental 

results on SNLI achieves 77.6% accuracy. Wang et al. [2] first use LSTM to encode 

and compare two sentences, then use attention to construct a weight matrix for them, 

and later use LSTM for matching. It is an early work of RTE combining attention and 

neural network. The SWEM model proposed by Shen et al. [6] is based on the max 

pooling and average pooling of word embedding. It is evaluated on 17 datasets in-

cluding SNLI and MultiNLI, and most of them achieve the best accuracy. In addition, 

the InferSent model on the basis of BiLSTM proposed by Conneau et al. [12] reaches 

84.5% on SNLI. 

The second method is proposed based on the first method, which combines atten-

tion with sentences encoding and can obtain more interactive information. The atten-

tion mechanism that calculates sentences relationship becomes an important part of 

English RTE models. ESIM proposed by Chen et al. [13] consists of two parts: one 

uses the sequence model to collect the context information of words, and the other 

uses the tree model to collect the clause information. Both of them use attention to 

match words in sentences. It increases the accuracy of SNLI to above 88% for the 
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first time. Moreover, Decomp-Att proposed by Parikh et al. [5] is based on the match-

ing mechanism of sentence pairs. It is characterized by combining the matching 

mechanism with the attention. It reaches 86.8% on SNLI with a simple structure. 

Furthermore, The MwAN model proposed by Tan et al. [14] combines four attention 

mechanisms. It achieves 89.4% on SNLI and 91.35% accuracy on sQuAD. The DR-

BiLSTM proposed by Ghaeini et al. [15] demonstrates that enhancing the relationship 

between premise and hypothesis during coding helps to improve the model's effec-

tiveness. Finally, the result of a DRCN model based on the co-attention and RNN 

proposed by Kim et al. [16] is the best on SNLI.  

The above models have been widely used in the English textual entailment recog-

nition, but are rarely applied to Chinese textual entailment. Inspired by the models of 

Decomp-Att, ESIM, SWEM and DR-BiLSTM, this paper proposed a Chinese textual 

entailment model that merges attention, pooling and aggregation. The model is char-

acterized by combination of the co-attention mechanism and the aggregation mecha-

nism. The structure of it is simpler than the traditional deep neural network models. 

The experiment results showed that the accuracy on the CCL2018 dataset is 93.5%, 

which is the best result on this dataset. Our model was also applied to the question 

and answer task, and achieved an accuracy of 72.3% on the NLPCC2016 document 

based QA dataset. 

3 Model 

Our model is called Co-Attention and Aggregation Model (CoAM). It’s structure is 

shown in Figure 1. It consists of four parts: encoding layer, co-attention layer, aggre-

gation layer and pooling layer. Firstly, we convert the sentences to vector representa-

tions and apply multilayer perceptron (MLP) to extract feature further. Then we cal-

culate the corresponding co-attention weights for two sentences. Next, we aggregate 

the attention weights with the sentence representations. Finally, we use pooling to 

combine features and use softmax function for the final decision.  

3.1 Encoding Layer 

The purpose of the encoding layer is to encode the premises and the hypothesizes 

respectively. Encoding layer uses MLP to make the model simple and fast. After ob-

taining word embedding sequences p and h, the features are extracted to obtain 𝐩̅ and 

 𝐡̅, as equations (1) to (2). 

𝒑̅ = 𝛿(𝑊𝒑 + 𝑏 )                                          (1) 

𝒉̅ = 𝛿(𝑊𝒉 + 𝑏 )                                          (2) 

Where 𝐩 ∈ 𝐑𝐦×𝐝, 𝐡 ∈ 𝐑𝐧×𝐝 ,  𝐩̅ ∈ 𝐑𝐦×𝐝,  𝐡̅ ∈ 𝐑𝐧×𝐝 , and W, b is the network pa-

rameter, d is the dimension of word embedding, and δ is the activation function. The 

lengths of p and h are m and n respectively. 
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3.2 Co-Attention Layer 

Co-attention layer is to obtain the interactive information of two sentences through 

the calculation of co-attention between one sentence and another.  
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Fig. 1. Co-Attention model’s structure chart. From bottom to top, P and H represent premise 

and hypothesis sentences of the encoding layer, respectively. MLP stands for multi-layer per-

ceptron, Duplicate stands for copy operation, and ⊕ stands aggregation for multiple vectors, ⊙ 

represents the dot multiplication operation of two vectors. 

Firstly, the words in sentence pairs are aligned. Then the attention weights of each 

sentence are calculated respectively. The alignment refers to build an m×n matrix  

𝑬𝑚n with the words in two sequences  𝐩̅ and 𝐡̅ as the rows and columns respectively. 

Next, we use attention calculation based on 𝒆𝑖𝑗 that is the elements of 𝑬𝑚n to get the 

attention weights  𝛽𝑖  (  𝐡̅  relative to  𝐩̅  ) and the attention weights  𝛼𝑗  (  𝐩̅  relative 

to 𝐡̅ ). Finally, we obtain similar parts of the relationships between premises and hy-

pothesizes. The co-attention mechanism obtains more interactive information than the 

self-attention, which is helpful for the judgment of the relationship between sentences. 

The process for calculating the weight matrix are in equations (3) to (5). 

Emn =  𝐩̅𝑇   𝐡̅                           (3) 
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       𝛽𝑖 = ∑
exp (𝒆𝒊𝒋)

∑ exp (𝒆𝒊𝒌)
𝑗
𝑘=1

ℎ𝑗
𝑛
1                        (4) 

𝛼𝑗 = ∑
exp (𝒆𝒊𝒋)

∑ exp (𝒆𝒋𝒌)
𝑗
𝑘=1

𝑝𝑖
𝑚
1                        (5) 

Where 𝛽𝑖 represents attention weight that  𝐡̅ aligned with 𝐩̅; 𝛼𝑗 attention weight that 

 𝐩̅ aligned with 𝐡̅. 

 

3.3 Aggregation Layer 

Aggregation layer is to aggregate the features obtained by the co-attention layer with 

the features of the encoding layer. 

The vectors 𝑝𝑖 ∈  𝐩̅  and ℎ𝑗 ∈  𝐡̅  are aggregated with the attention weights 𝛽𝑖 

and 𝛼𝑗, respectively. The method of aggregation includes concatenation, subtraction 

and multiplication, aim to get the results of the comparison between the sentences and 

their attention weights. A perceptron network layer G forwards the aggregation of 

each sentence. The outputs of G are the weight vectors 𝒗𝟏,𝒊 and 𝒗𝟐,𝒋 corresponding to 

the words of each sentence, as shown in equations (6) and (7). 

𝒗𝟏,𝒊 = G([𝛽𝑖  ; 𝑝𝑖;  𝑝𝑖 − 𝛽𝑖; 𝑝𝑖 • 𝛽𝑖])                  (6) 

𝒗𝟐,𝒋 = G([𝛼𝑗  ; ℎ𝑗; ℎ𝑗 − 𝛼𝑗; ℎ𝑗 • 𝛼𝑗])                  (7) 

3.4 Pooling Layer 

Pooling layer is to further extract the features obtained by aggregation layer. At first, 

the words’ weight vectors 𝒗𝟏,𝒊 and 𝒗𝟐,𝒋 are accumulated into sentences’ weight vec-

tors 𝒗𝟏 and𝒗𝟐, respectively. We use max pooling operation of sentences to get 𝒗𝟑, 𝒗𝟒 

for two sentences. We connect 𝒗𝟏, 𝒗𝟐, 𝒗𝟑 and 𝒗𝟒, and feed them to a forward neural 

network H  to obtain a vector 𝛎 ∈ 𝑹𝟑. Finally, 𝛎 is converted to the final label 𝑙 by 

softmax function. The formal representation of the pooling layer is shown as equa-

tions (8) to (13). 

𝒗𝟏 = ∑ 𝒗𝟏,𝒊
𝑚
1                            (8) 

𝒗𝟐 = ∑ 𝒗𝟐,𝒋
𝑛
1                            (9) 

𝒗𝟑 = 𝑀𝑎𝑥‐ pooling(𝑝1, 𝑝2,…𝑝𝑚)                  (10) 

     𝒗𝟒 = 𝑀𝑎𝑥‐ pooling(ℎ1, ℎ2,…ℎ𝑛)                                (11) 

𝛎 = H([𝒗𝟏; 𝒗𝟐; 𝒗𝟑;  𝒗𝟒])                      (12) 

    𝑙 = softmax(𝛎)                           (13) 
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4 Experiments and Analysis 

4.1 Experimental Setup 

In the process of data preprocessing, we use the jieba4 word segmentation tools.  Chi-

nese word embedding are trained from the People's Daily and other corpuses by the 

method proposed by Li et al. [17]. Word embedding dimension is 300. Experiment 

use the PyTorch deep learning framework. The batch size is 64. The MLP hidden 

layer nodes are set to 300. Learning rate is 0.0004 and dropout rate is 0.3. We use the 

Adam function as optimization function, and use the cross entropy function as loss 

function. In addition, early stopping is used to prevent over-fitting. The evaluation 

uses accuracy which calculated as Equation (14). 

𝐴𝑐𝑐 =
𝑙𝑐𝑜𝑟𝑟𝑒𝑐𝑡

𝑙
                                                (14) 

Where 𝑙𝑐𝑜𝑟𝑟𝑒𝑐𝑡 represents the number of labels that are correctly classified; 𝑙 is the 

number of true labels of raw dataset. 

4.2 Experiments on Textual Entailment 

We used the CCL2018 Chinese Natural Language Inference evaluation dataset. The  

number of training set is 90,000, development set is 10,000 and test set is 10,000. 

Three categories are balance in each dataset (Table 3). 

Table 3. Category statistics of datasets 

Experimental Results. We use Decomp-Att as the baseline model, and compare the 

CoAM with other attention models, including ESIM, SWEM, Decomp-Att, MwAtt, 

Self-Att, BiLSTM, and LSTM+CNN (the best accuracy model in previous evaluta-

tion) (Table 4).  

The attention models such as CoAM, MwAtt and Self-Att outperformed the mod-

els without attention, which indicating that the attention model has good performance 

in Chinese RTE. Our model CoAM not only reaches the highest mirco-average accu-

racy 93.5%, but it is also effective in the classification of each category. It shows that 

our model is suitable for Chinese textual entailment recognition tasks than other mod-

els. Meanwhile, most attention models have the lowest accuracy rate on contradiction 

categories, and the highest accuracy rate is the entailment categories. It can be seen 

that the recognition of contradiction categories is relatively difficult. 

                                                           
4 https://pypi.org/project/jieba/ 

 Neutral Entailment Contradiction Total  

Train  31,325 29,738   28,937       90,000 

Dev  3,098 3,485   3,417       10,000 

Test  3,182 3,475   3,343       10,000 
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Table 4. Model comparison results of CCL2018 dataset. N, E, C represent the accuracy rates in 

Neural, Entailment and Contradiction categories respectively. The reason that LSTM+CNN 

without detail categories accuracy is it was the first place in the evaluation. 

Models Acc N E C 

Decomp-Att (baseline) 86.5 87.1 88.0 84.4 

ESIM 72.8 72.7 75.3 70.2 

SWEM     74.2 74.8 75.9 72.0 

LSTM+CNN 82.4 - - - 

BiLSTM 78.3 80.0 79.3 75.6 

Self-Att 90.1 90.3 91.7 88.3 

MwAtt 91.3 91.8 92.5 89.6 

CoAM 93.5 93.8 94.9 91.7 

Results Analysis. The experimental results of CoAM show that 42.5% of all classifi-

cation errors is the error of contradiction relationship recognition (Table 5 and 6). The 

neutral and entailment error rates are only 30.2% and 27.3%, respectively. The recog-

nition of the entailment relationship is higher than the neutral. Because the entailment 

relationship has asymmetrical characteristics as a one-way inference relationship. 

Table 5. Classification results confusion matrix 

 
Prediction 

N E C 

True 

N 2986 107 89 

E 69 3298 108 

C 77 199 3067 

Table 6. Error Rate Statistics. Number of errors is incorrect predictions in each category, pro-

portion refers to percentage of each category of error in all errors. 

Labels Number of errors Proportion 

N 196 30.2% 

E 177 27.3% 

C 276 42.5% 

In order to analyze the role of the attention mechanism, we outputs the attention 

weights between premise and hypothesis in each attention model. The relationship of 

the example shown in Figure 2 is contradiction. The recognition result of CoAM is 

correct, but Decomp-Att and ESIM are wrong.  

Figure 2 shows that the attention weights are higher between similar words in 

models CoAM and ESIM. However, the ESIM is not effective in distinguishing the 

words with different meaning. The difference of Decomp-Att’s attention weights for 

various words is lower than CoAM. For the sentences “四位芭蕾舞演员正舞台上跳

舞 (Four ballet dancers are dancing on the stage)” and “所有的芭蕾舞演员都在舞台

上休息 (All the ballet dancers rest on the stage)”, the model CoAM and ESIM both 
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can recognize the same words, but the ESIM couldn’t recognize different words such 

as “休息 (rest)” and "跳舞 (dancing)". The attention weight of “休息 (rest)” and "跳

舞 (dancing)" in ESIM is higher than that in CoAM. The attention weights of the 

same words in Decomp-Att is lower than that in CoAM. Therefore, the CoAM is 

more effective in recognizing both the same words and different words than them. 

The experimental result show the mechanism of co-attention  is more effective. 

 

 

Fig. 2. Attention weight Matrix of models. The darker of the color, the greater of correlation 

between sentence pair. 

However, the model has two problems (Figure 3): (1) Limited recognition effect on 

short text sentence pairs. (2) The recognition of synonyms and antonyms in the model 

still needs to be improved. For example, in the first example (subfigure 3.a), the mod-

el failed to obtain the semantic relationship between “皮艇 (kayak)” and “潜水 (div-

ing)”. As in the second example (subfigure 3.b), the hypothesis sentence is too short 

to correctly recognize their relationship. In error sample statistics, the length of 45.3% 

of wrong predicted examples are less than four. The third example (subfigure 3.c) 

shows that the deep semantic relationship is still difficult to be reflected in ordinary 

attention calculation. 
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3.a                                                  3.b                                       3.c 

Fig. 3. Attention weight Matrix of Sentence Pairs 

Ablation Study. Ablation analysis shows that attention part and the subtraction oper-

ation in aggregation layer are the most important operations (Table 7).  

Table 7. Model Ablation study results 

Model  Acc 

CoAM – co-attention 79.2 

CoAM – pooling 90.2 

CoAMAggregation – dot 91.7 

CoAMAggregation – cat 89.3 

CoAMAggregation – min 86.3 

CoAM 93.5 

The co-attention part has the greatest contribution to the whole model, because the 

correct rate of the whole model drops by 14.28% without it, which is the biggest drop. 

It is reasonable that the attention operation is helpful to capture the mutual infor-

mation hypothesis and the premise. After removing the pooling part, the model per-

formance decreased by 3.4%, which was the least, indicating that the pooling mecha-

nism contributed the least to the whole model. In the aggregation layer, the operation 

of removing the subtraction has the most decline, because textual entailment is to 

recognize one-way inference relationship, the asymmetric operation is useful. Con-

nection in the aggregation layer is relatively more effective than dot multiplication. 

4.3 Experiments on DBQA 

Textual entailment recognition has a strong relevance to document-based QA 

(DBQA) task. The DBQA task is to give a question and an answer and judge whether 

the answer matches the question. It can be regarded as a binary classification problem 

of  sentences’ relationship. In order to verify the adaptability of the model for cross-

task, this paper conducted experiments on the DBQA dataset of the NLPCC2016 

evaluation task. The NLPCC2016 DBQA dataset has 181,882 QA pairs in training set 
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and 122,531 QA pairs in test set. Every QA pair is divided into two categories: correct 

and wrong. We use experimental implementation trained on RTE task for fine-turn. 

The evaluation index uses the Accuracy (ACC), the Macro Average Precision (MAP) 

and the Mean Reciprocal Rank (MRR).  

Table 8. Model comparison result 

 ACC MAP MRR 

1(CNN) 0.7906 0.8586 0.8592 

2(CNN+LSTM) 0.7385 0.8263 0.8269 

3(Bi-LSTM) 0.7144 0.8111 0.8120 

CoAM 0.7233 0.8174 0.7951 

Dec-comp(baseline) 0.6954 0.7825 0.7632 

ESIM 0.6478 0.6573 0.6733 

SWEM 0.6326 0.6623 0.6815 

The performance of CoAM on the NLPCC2016 DBQA test set is shown in Table 

8. The model 1-3 are the top 3 models in the evaluation. The accuracy rate of our 

model is 72.3%, which exceeded the accuracy of the third model BiLSTM. The top 

two models of the evaluation combined external knowledge to improve accuracy. We 

also outperformed the baseline model and other attention models. Experiments 

demonstrated the effectiveness of the co-attention model on the QA task, and the 

ability of the model for cross-tasks. 

5 Conclusions and Future Work 

We presented a simple co-attention and aggregation based model for Chinese Recog-

nizing Textual Entailment. The main contribution of the model is to combine the at-

tention mechanism and the aggregation mechanism. It uses the encoding part infor-

mation to improve the extraction ability of the inter-sentence information. Our model 

achieved the state of the art on the CCL2018 textual entailment dataset with 93.5%, 

and the model outperformed the other models in the recognition of contradiction cate-

gories. At the same time, the model achieved an accuracy of 72.3% on the 

NLPCC2016 DBQA dataset. 

The next step is to improve the recognition of contradiction relationships. On the 

one hand, to add external knowledge to solve the problem of short sentence recogni-

tion. On the other hand, to add semantic information such as synonym or antonyms to 

increase the performance. 
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