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Abstract. With the continuous development of the Internet, the field of e-

commerce generates many comments on products. It is of great significance for 

both merchants and customers to generate product-related questions by utilizing 

a large amount of review information of products. In order to get rid of the tra-

ditional constraints of generating models based on artificial rules and make the 

question generation more accurate, this paper proposes a question generation 

model based on product information. Compared with the existing approaches, 

this model can generate questions more relevant to the products, and more flu-

ent. In particular, the model can not only avoid the problem that the vocabulary 

exceeds the dictionary, but also extract the vocabulary needed for question gen-

eration from the original text and the dictionary. The experimental results show 

that in the task of generating short text based on comments, compared with the 

existing neural network model, the effectiveness has been greatly improved. 

Keywords: Product Information, Neural Network, Attention Replication Mech-

anism, Entity Recognition, Question Generation Model. 

1 Introduction 

With the development of the Internet era, e-commerce has become one of the most 

dynamic economic activities in the country. China has the world's largest e-commerce 

market, with about 533 million shopping users [1]. Through the analysis of commodi-

ty review information, it is helpful for more customers to understand commodity in-

formation in detail and merchants to improve product quality. 

Faced with a large number of comments, it is difficult for merchants and customers 

to catch the key product information. Through some product Q&A information, mer-

chants can more intuitively understand the aspects that customers concern about, and 

customers can more directly find what they need. However, the amount of Q&A in-

formation in reality is often much smaller than that in comments. As shown in table 1, 

the amount of comment information and Q&A information of 5 products is counted 

from an e-commerce platform. Therefore, it is a challenging task how to automatical-

ly generate commodity questions from a large amount of comment information. 
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Table 1.    Product reviews and Q&A quantity 

Item TV Oven Cellphone Electric kettle 
Microwave 

oven 

Comment 

number   
43837 18050 33448 97843 18743 

Question 

number 
506 112 274 419 104 

Automatic question generation is a research hotspot in the field of natural language 

processing. The traditional method which is mainly through manually set relevant 

rules or templates to generate questions. For example, Labutov et al. [2] put forward 

the question of manual text-based template construction. However, such method re-

quired lots of manpower and generated question patterns that were relatively fixed 

and inflexible, especially when applied to new areas, the new rules and templates still 

need to be defined. Recently, more and more scholars are trying to use neural network 

model to generate questions. For example, Serban et al. [3] proposed a sequence-to-

sequence neural network based on structured data. 

 However, the current research mainly focuses on generating a natural question 

related to the text content, which is mostly based on the known dictionary, and cannot 

well solve the world out of vocabulary(OOV) problem. The main content of this pa-

per is to generate questions related to product information based on comments. The 

characters of comments are shorter and more colloquial, and they are more prone to 

the new and unrecorded words. Also, generating questions must be relevant to the 

product. Therefore, the previous question generation model cannot well solve the 

above challenges, and it is extremely easy to generate inaccurate words and unsmooth 

sentences, as shown in the following example: 

[E1] 评论信息：反应速度快，外观漂亮，屏幕也大，显示很鲜艳。 

(comment: Quick response, beautiful appearance, the screen is also large, the 

display is very bright) 

生成问题：效果怎么样？ 

(generated question: what is the effect) 

[E2] 评论信息：一次失败的购物体验首先手机宽度，完全处于一只手拿大，两只

手拿小，没有外边框，极其容易误触。 

(comment: A failed shopping experience first of all, the width of the phone, com-

pletely in one hand to hold large, two hands to hold small, no outer border, ex-

tremely easy to miscontact.) 

生成问题：手机宽外面好吗？ 

(generated question: the phone wide out ok?  ) 

As can be seen from E1, when there is no word matching the product information 

in the given dictionary, the generated question will be inconsistent with the product 

content. In E2, the model based on neural network is unable to accurately divide the 

boundary of entities, and it is extremely easy to make mistakes in selecting words. 
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In order to solve the above challenges, in this paper, we propose a Question Gener-

ation based on Product Information (QGPI). In this model, the information entities 

related to the products are first marked, which makes the generated question more 

related to products. Secondly, this model uses the sequence-to-sequence model [4] 

based on replication mechanism. When the word is not included in the vocabulary, the 

original words in comment are selected, which avoids the OOV problem and makes 

the generated questions more smooth and flexible. The experimental results show 

that, the ROUGE value and BLEU value of our model both better than other models. 

2 Related Works 

In the past two decades, question generation methods are mainly divided into two 

categories: rule-based methods and neural network-based methods. 

Traditional question generation is primarily rule-based or template-based. They 

convert the input sentence into a syntactic representation, which is then used to gener-

ate questions. Mostow et al. [5] generated self-questioning strategies for reading com-

prehension, which define three templates (how, what, why) to generate question. 

Mannem et al. [6] introduced a semantic-based system that uses syntax to help gener-

ate question. Lindberg et al. [7] created the question by using the main semantic in-

formation to build the system template. Chali and Hasan [8] used the topic model to 

identify the topic of sentences as heuristic rules and generate question through the 

entity and predicate parameter structure of sentences. Mazidi and Tarau [9] consid-

ered the frequency of sentence patterns and the consistency of semantic information 

transmitted by sentence patterns to produce question. However, this class of methods 

has some common disadvantages: dependencies and non-portability. Systems are 

often difficult to maintain because the rules may vary from person to person. At the 

same time, most systems are not easily migrated to other domains because they only 

have relevant rules set by proprietary domains. 

In order to break through the shackle of the traditional method based on the custom 

rules, many scholars begin to use the neural network model to solve the question gen-

eration task. Serban et al. [3] proposed a sequence-to-sequence neural network model 

based on structured data (subject, relation, object) to generate simple factual question. 

Du et al. [10] proposed a sequence-to-sequence model of attention mechanism based 

on the state of encoder, and added some characteristics of words in the encoder layer 

to generate question. Zheng et al. [11] used a template-based method to construct the 

questions in key sentences, and sorted all the questions by using the multi-feature 

neural network model to select the top1 question. Bao et al. [12] proposed a dual an-

tagonism network to generate cross-domain question. Different from previous re-

search on question generation, this paper is based on product review data, which is 

often illogical and colloquial. People with different meanings have different expres-

sions, and OOV problems are more likely to occur in this question generation. At the 

same time, question generation based on product reviews requires that the question is 

closely related to the product. Therefore, the previous question generation model can-

not well solve the above challenges. 
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3 Question Generation based on Product Information 

3.1 The Framework of QGPI 

In this section, we introduce the QGPI, and the general framework is shown in Fig. 1. 

Firstly, the model annotates some entities related to product information to strengthen 

the correlation between generated question and products. Secondly, long short-term 

memory (LSTM) is used to learn the text information of comments. Thirdly, the atten-

tion mechanism is used to retain important content and identify relevant entities. Fi-

nally, the important words retained in the text are combined with the existing vocabu-

lary by replication mechanism to make the words more accurate and the generated 

question statements smoother. 

 

Fig. 1.   Overview of the QGPI framework  

3.2 Document Representation 

We represent each comment d as n words{𝑤1 , 𝑤2, 𝑤3, … . , 𝑤𝑛}. We transform each 

token 𝑤𝑖  into  its corresponding word vector 𝑥𝑖. For comment d, the relevant content 

of the comment is learned by using LSTM model [13]. On the basis of forward 

LSTM, backward LSTM is introduced. Each time step 𝑡 in a bi-directional LSTM 

model produces the document representation of vector ℎ𝑡  by forward sequence 

ℎt
⃗⃗  ⃗  hidden layer and hidden layer of backward sequence ℎ𝑡

⃖⃗ ⃗⃗ : 

ℎt
⃗⃗  ⃗ = LSTM(ℎ𝑡−1, 𝑥𝑡)                                                            (1) 

ℎ𝑡
⃖⃗ ⃗⃗ = LSTM(ℎ𝑡+1, 𝑥𝑡)                                                            (2) 

ℎ𝑡 = 𝑊ℎ⃗⃗ ℎt
⃗⃗  ⃗ + 𝑊ℎ⃗⃗⃖ℎ𝑡

⃖⃗ ⃗⃗ + 𝑏𝑡                                                        (3) 
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The decode layer is a unidirectional LSTM network structure. In training, the text 

representation of the corresponding question is received; In testing, the state emitted 

by the previous layer is captured. Finally, after passing through the decoding layer, a 

decoding state  𝑠𝑡 will be generated. 

3.3 Product Information Labeling 

In order to better generate product-related questions, the model proposed in this paper 

especially imparts product-related entity information into the text learning process. By 

labeling the entities related to product information, the generated questions are more 

inclined to develop questions around these entities. Experimental results show that 

this method is effective. 

Therefore, in the process of learning comment information, it is necessary to judge 

whether the word is an entity and mark it. [1,0] label after the word vector when the 

word is an entity: 

𝑥𝑖
′ = 𝑐𝑜𝑛𝑡𝑎𝑐𝑡(𝑥𝑖 , [1,0])                                                     (4) 

when the word is not an entity, we add the label [0,1] after the word vector: 

𝑥𝑖
′ = 𝑐𝑜𝑛𝑡𝑎𝑐𝑡(𝑥𝑖 , [0,1])                                                     (5) 

where 𝑐𝑜𝑛𝑡𝑎𝑐𝑡 is a connection function, whose main function is to connect two vec-

tors head to tail. The newly generated word vector 𝑥𝑖
′ is then input into the network. 

After adding the label, the spatial distance between entity and non-entity vectors 

will increase, which is conducive to network differentiation. 

3.4 Attention Mechanism 

In order to learn more accurate questions and enhance the influence of product-related 

content, the attention mechanism is introduced [14]. Attention mechanism combines 

comment information and question information to extract the important words gener-

ated by the final question. Attention mechanism uses comment information to repre-

sent ℎ𝑖 and question information to represent 𝑠𝑡 to construct the weight of words in 

text comments: 

𝑒𝑖
𝑡 = 𝑣𝑇tanh (𝑊ℎℎ𝑖 + 𝑊𝑠𝑠𝑡 + 𝑏𝑎𝑡𝑡𝑛)                                   (6) 

𝑎𝑡 = softmax(𝑒𝑡)                                                 (7) 

where 𝑣, 𝑊ℎ, 𝑊𝑠, 𝑏𝑎𝑡𝑡𝑛 are learnable parameters. 

The dictionary information is added at the end of the model to fully account for the 

fact that the words in the generation question come not only from the comments 

themselves, but also from words not included in the comments. Through the weighted 

sum of hidden layer state generated based on the attention mechanism ℎ𝑡
∗ , and the 

decode layer state 𝑠𝑡 , the probability distribution of the generation of related question 

of vocabulary learning in the dictionary can be written: 
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ℎ𝑡
∗ = ∑ 𝑎𝑖

𝑡ℎ𝑖𝑖                                             (8) 

𝑃𝑣𝑜𝑐𝑎𝑏 = softmax(𝑉′(𝑉[𝑠𝑡 , ℎ𝑡
∗] + 𝑏) + 𝑏′)                                   (9) 

where 𝑉, 𝑉′, 𝑏 and 𝑏′ are learnable parameters. 𝑃𝑣𝑜𝑐𝑎𝑏  is the probability distribution 

of all the words in the vocabulary. 

3.5  Replication Mechanism 

In this model, in order to better balance the vocabulary from the dictionary or the 

comment itself and avoid OOV phenomenon, for each time step 𝑡, a generation prob-

ability 𝑝𝑔𝑒𝑛 ∈ [0,1] is added, which is obtained by the calculated ℎ𝑡
∗, decoding the 

state  𝑠𝑡 and the input 𝑥𝑡 of the decode layer: 

𝑝𝑔𝑒𝑛 = 𝜎(𝑤ℎ∗
𝑇 ℎ𝑡

∗ + 𝑤𝑠
𝑇𝑠𝑡 + 𝑤𝑥

𝑇𝑥𝑡 + 𝑏𝑝𝑡𝑟)                                   (10) 

where vectors 𝑤ℎ∗
𝑇 , 𝑤𝑠

𝑇, 𝑤𝑥
𝑇 and scalar 𝑏𝑝𝑡𝑟 are learnable parameters. σ is the sigmoid 

function. 

 𝑝𝑔𝑒𝑛  is equivalent to a probability sampling, can from 𝑃𝑣𝑜𝑐𝑎𝑏  likely to get the dic-

tionary words, can also copy the word in the original comment. So you get a probabil-

ity distribution of all words: 

𝑃(𝑤) = 𝑝𝑔𝑒𝑛𝑃𝑣𝑜𝑐𝑎𝑏(𝑤) + (1 − 𝑝𝑔𝑒𝑛) ∑ 𝑎𝑖
𝑡

𝑖:𝑤𝑖=𝑤                        (11) 

It can be noted from equation (11) that if 𝑤  is not in the vocabulary, then 

𝑃𝑣𝑜𝑐𝑎𝑏(𝑤) = 0, then the words generated in the question come from the content asso-

ciated with the product from the comments, avoiding the OOV problem. In contrast, 

many sequence-to-sequence models are limited by predefined vocabulary, resulting in 

inaccurate or incorrect terms. 

 The final loss function of the model is shown in equation (12) - (13). At each time 

step 𝑡, the loss function is the negative logarithmic likelihood expression of the target 

vocabulary 𝑤𝑡
∗ : 

𝑙𝑜𝑠𝑠𝑡 = −log (𝑃(𝑤𝑡
∗))                                                  (12) 

loss =
1

𝑇
∑ 𝑙𝑜𝑠𝑠𝑡

𝑇
𝑡=0                                                (13) 

4 Experiment 

4.1 Experimental Data 

The data of this experiment are mainly from the comments of related products on JD, 

a Chinese e-commerce platform, and a series of questions about the products raised 

by consumers. The amount of data obtained is shown in table 2: 
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Table 2.    Experiment data 

Item camera cellphone oven pad TV 
microwave 

oven 
juicer pot 

Comment 

number 
62973 90983 36271 77644 58115 25433 27843 28743 

Question 

number 
1091 2834 1418 1448 1334 1120 1019 1136 

For accessing to the data of this paper, we made the following treatment: 

World2vec was used for similarity calculation. First of all, we remove comments or 

questions with calculated similarity greater than 70% and then for each question, pick 

comments that have a similarity above 60%, at last we select the top 3 comments 

from similarity ranking, and splicing them together as a short text, thus forming a 

question with a pair of matching short text. The data form is shown in table 3. 

Table 3.    The data sample 

Sample Content 

Short text 

(top 3 comments 

splicing) 

看了评论，抱着侥幸心理，结果还是卡烫卡烫的，看网页烫，打电话三分钟就

烫烫，发烫的吓人就是感觉有点烫耐用，打游戏发烫，不过有很多高科技。 

(Read the comment, holding the fluke psychology, the result is still card very hot 

card very hot, look at the web page very hot, make a phone call three minutes very 

hot, very hot scary is to feel a little hot durable, play games very hot, but there are a 

lot of high-tech) 

question 
玩游戏烫不烫？ 

(Is it hot to play games?) 

In this paper, in order to label product-related entity information more accurately, 

two students marked the entity at the same time, and the third student checked the 

difference. 

4.2 Experimental Settings 

 Data Setting: In this paper, 80% is used as training set and 20% as test data. 

 Hyper-parameters: The size of hidden layer is 256. The dimension of word em-

bed-ding is 128. The maximum time step of the encoder is 400. The maximum 

time step size of decoder is 100. Batch size is 16 and learning rate is 0.15. 

 Evaluation Metric: The results were evaluated with ROUGE and BLEU values. 

ROUGE is usually used to measure the "similarity" between the automatically gen-

erated text and the reference text. This experiment used ROUGE to evaluate the 

difference between the generated question and the original question, which more 

reflected the semantic level. BLEU is mainly used in the field of machine transla-

tion, which requires high accuracy of translated words. This experiment is used to 

measure the accuracy of generating question words. 
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4.3 Results and Analysis 

Baselines: This experiment mainly carried out five groups of comparative experi-

ments, and the comparative experimental model is as follows 

 Seq2seq: Sequence to sequence model based on LSTM. 

 Seq2seq+attn: Sequential to sequential model of LSTM based on attention mecha-

nism. 

 NQG_NER: Du et al. [10] proposed a sequence to sequence model based on atten-

tion mechanism, adding some characteristics of words in the encode layer. This 

experiment is mainly to add the entity characteristics. 

 Pointer-generator: See et al. [4] proposed a sequence-to-sequence model based on 

replication coverage mechanism, which can avoid OOV problems. This model has 

been proved feasible in the field of abstract generation. 

Table 4.    Automatic evaluation results of different systems by ROUGE and BLEU 

Model 
ROUGE BLEU 

1-gram 2-gram L value 1-gram 2-gram 

Seq2seq 0.14 0.03 0.13 3.70 21.1 6.1 

Seq2seq+attn 0.14 0.03 0.14 2.47 24.8 8.1. 

NQG_NER 0.16 0.04 0.15 5.26 32.8 9.7 

Pointer-generator 0.24 0.09 0.23 5.88 49.2 20.2. 

Our model 0.26 0.10 0.25 11.02 50.2. 22.2 

From ROUGE values of different models in table 4, it can be seen that the pointer-

generator model and GQPI have significantly better effects than the other three se-

quence-based models. The main reason is that the data based on product reviews tend 

to be illogical and colloquial, so OOV problem can easily occur in the generation of 

question, which cannot be well solved by previous models based on neural network. 

Since both GQPI and the pointer-generator are based on replication coverage mecha-

nism, it can select not only the corresponding words from the dictionary, but also the 

relevant words from the original text, thus making the sentence smoother. At the same 

time, the addition of product-related information in GQPI makes the generated ques-

tions revolve around the product, and performs better than pointer-generator model. 

From BLEU values, it can be seen that our model is obviously superior to other 

model, and in the comparison with the Pointer-generator model, the BLEU value is 5 

percentage points higher, which further indicates that the model in this paper is more 

accurate in generating. 

For product questions often revolve around the entity information related to prod-

uct, in addressing the review data, due to the increased the term entity information in 

the network, which makes the model for the division of physical boundaries and draw 

more accurate, raised the questions generated by the accuracy, also let the generated 

questions more in line with the actual situation of the product. 
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4.4 Result Sample Analysis 

In order to better understand the effect of network, table 5 shows three examples of 

network generation question, from which relevant reasons can be analyzed. 

Table 5.    Sample of questions generated by seq2seq+attn, pointer-generator and our model. 

Item Content 

Short text 

屏幕除了处理器电池，其余都不错，屏幕比 7p 阴阳屏好多了还行，屏幕反应

有延迟屏幕解锁比后置慢，后盖仔细看有很多凹点，处理得不好，其余有很多

高科技。 

(The screen is good except for the processor battery. The screen is much better than 

the 7p Yin and Yang screen. The back cover has a lot of concave points carefully, the 

treatment is not good, the rest has a lot of high-tech.) 

Question 
屏幕怎么样，有阴阳屏吗？ 

(What about the screen? Is there a Yin and Yang screen?) 

Seq2seq+attn 
处理怎么样？ 

(How about treatment?) 

Pointer-generator 
你们屏幕开吗？ 

(Is your screen on?) 

Our model 
屏幕怎么样？ 

（What about the screen?） 

From the first question of network model generation, it can be seen that when 

OOV problem occurs, that is, "屏幕" is not in the vocabulary, the general neural net-

work will choose the word with the highest probability from the vocabulary, and even 

cannot generate related words. The resulting question is very different from the stand-

ard question. 

 From the question generated by the pointer-generator model, it can be found that 

the model can select the words of the original text, but the sentence may not be 

smooth, mainly because the network cannot accurately identify the entities, and fail to 

accurately divide the boundaries of the entities. 

Through comparison, it can be found that although the question generated by the 

model proposed in this paper cannot completely reproduce the content of the standard 

question, it reflects the focus of the question. It also uses the entity vocabulary accu-

rately, and forms a smoother sentence. 

5 Conclusion 

This paper proposes a comment question generation model based on product infor-

mation, which uses the replication mechanism of attention. When the word is not 

included in the vocabulary, the original words are selected to solve the OOV problem. 

The model is based on the short text of the comment data and the more colloquial 

character. In addition, the entity information of the text is added, so that the generated 

question is more concerned with the product itself, and the sentences are smoother. 

The experimental results show that our model has a better effect compared with other 

neural network models. 
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