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Abstract. Uyghur-Chinese Machine Translation System Combination bears 

some drawbacks of not considering semantic information when doing the com-

bination and the individual systems which participated in system combination 

lacking diversity. This paper tackles these problems by proposing a system com-

bination method which was generated multiple new systems from a single Statis-

tical Machine Translation (SMT)engine and combined together. These new sys-

tems are generated based on a bilingual phrase semantic representation model. 

Specifically, the Uyghur-Chinese bilingual phrase bilinear semantic similarity 

score and cosine semantic similarity score were firstly computed by a bilingual 

phrase semantic representation model and then several new systems were gener-

ated by adding features to the original feature set of the phrase-based translation 

model by static features and dynamic features. Finally, the newly generated sys-

tem is combined with the baseline system to obtain the final combination results. 

Experimental results on the Uyghur-Chinese CWMT2013 test sets show that our 

approach significantly outperforms the baseline by 0.63 BLEU points respec-

tively. 

Keywords: Bilingual Phrase Semantic Representation, Statistical Machine 

Translation, System Combination, Static Feature, Dynamic Feature. 

1 Introduction 

Although NMT systems have been shown to outperform statistical machine translation 

(SMT) systems in many rich-resource language pairs translation tasks and for low-re-

source language pairs translation tasks such as Uyghur-Chinese, the advantage of NMT 

systems are not obvious due to the limitation of the training data [1,2]. SMT is still one 

of the most popular methods in Uygur-Chinese machine translation [3]. In recent years, 

in order to improve the quality of Uyghur-Chinese machine translation, the system 

combination technology has been applied in Uyghur-Chinese machine translation [4,5]. 

Although previous work has improved the performance of Uyghur-Chinese machine 
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translation to some extent, many problems remain to be studied. Semantic information 

has been shown to improve the performance of a single statistical machine translation 

system[6,7], but whether it will improve the performance of system combination re-

mains to be proven. 

The diversity of translation systems is one of the key factors of system combination, 

so that each combination method cannot be separated from the participation of multiple 

SMT systems. For Uyghur-Chinese machine translation task, the development of mul-

tiple SMT systems requires a considerable cost. From the perspective of effective uti-

lization of resources, it is of great practical significance to derive new systems from a 

single system and integrate them. So, this paper proposes the method on the Uyghur-

Chinese Machine Translation System Combination Based on Semantic Information. It 

extends the application of semantic information from a single translation system to sys-

tem combination scenario and uses the extracted semantic similarity as a new feature 

to generate multiple new systems from a single SMT system and to and to combine 

multiple systems together. 

2 RELATED WORK 

With the rapid development of the deep neural network model, more and more research-

ers have been focused on the semantic representation of bilingual phrases [6-11]. Zhang 

et al. [6] learned the bilingual phrases representation by using recursive automatic en-

coder (RAE), and extracted the root node of a binary tree as the semantic representation 

of bilingual phrases, and proposed a max-margin objective function. Zhang et al. [7] 

also applied RAE to learn bilingual phrase representation, however they aimed to ex-

tract nodes of all levels of binary tree to represent semantic information of different 

granularity levels (whole phrase, sub-phrase and word) of the whole phrase and propose 

a two-dimensional attention network to explore the semantic interaction between dif-

ferent levels of granularity.  

The most common method of system combination are sentence-level combination 

and word-level combination [12-17]. However, no matter which combination method 

is adopted, multiple translation systems are indispensable. A large number of transla-

tion systems based on different translation models are not easy to implement for Uy-

ghur-Chinese translation. Therefore, how to achieve system combination without abun-

dantly available systems has attracted much attention. Xiao et al. [18] used bagging and 

boosting methods to change the distribution of training data and generate a set of "weak 

translation systems" from the baseline system, and finally used the system combination 

method to combine these "weak translation systems" to produce a powerful translation 

system.  

Different from their work, we generate new systems by adding semantic features, 

which are better than the baseline systems due to the introduction of semantic infor-

mation. Combining these systems with the baseline system can achieve in a more pow-

erful translation result. To make full use of semantic information, a sentence-level fu-

sion method based on N-Best List Reranking is exploited to select a unique hypothesis 

from multiple translation hypotheses as the final translation result output. 
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3 System combination Based on Semantic Information 

when implementing the Uyghur-Chinese machine translation system combination, the 

deep neural network model is firstly used to extract the semantic information of Uy-

ghur-Chinese bilingual phrases, and this information is used as a semantic feature to 

generate a new set of translation systems from a single phrase-based SMT system. Fi-

nally, the combination results of the Uyghur-Chinese machine translation system are 

obtained by combining the generated systems. 

3.1 Preparing training data 

A key issue in the extraction of bilingual phrase semantic information is how to learn a 

phrase representation that truly represents the underlying semantics of a bilingual 

phrase. In order to obtain a large number of translation equivalents (positive phrase 

pairs) and non-translation pairs (negative phrase pairs) for Uygur-Chinese bilingual 

phrase, we used forced decoding method [19] method to obtain the positive phrase pair 

required for the training model. The basic idea of forced decoding is to use the trained 

decoder to translate the source language data, forcing the decoder to generate the same 

translation as the reference translation. An example of a positive phrase pairs is shown 

in Figure 1. 

 

Fig. 1.   examples of positive phrase pairs 

Existing completely random substitution method to generate negative phrase pars is 

not sufficient for the learning of bilingual semantic representation, two different sam-

pling methods are used to generate the negative phrase pairs to enhance the learning 

ability of the model. 

1. Negative phrase pairs are generated by completely random substitute all the words 

of the Uyghur source phrase and Chinese target phrases. 

2. Randomly replace any word in the Uyghur source phrase to generate a Uyghur neg-

ative phrase. The Chinese target phrase negative phrase is generated by the same 

method. 

Thus, two negative phrase pairs are generated for each positive phrase pair. Moreo-

ver, a positive phrase pair and a negative pair constitutes a training sample of the model. 

Note that the length of negative phrase pairs should be consistent with that of positive 

phrase pairs.  
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3.2 Building bilingual phrase semantic representation model 

The goal of learning the semantic representation of bilingual phrases is to measure the 

semantic similarity between bilingual phrases. However, due to the large difference 

between Uyghur and Chinese, the clues of the phrase itself are not enough to measure 

the potential semantic similarity of bilingual phrases. So, the two-dimensional atten-

tion-based recursive automatic encoder (RAE) shown in Figure 2 is used as the bilin-

gual phrase semantic representation model.  

Firstly, the RAE is used to generate the hierarchical structure of the Uyghur source 

phrase and the Chinese target phrase respectively. At the same time, multi-level gran-

ularity representation is obtained from the generated hierarchical structure. 
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Fig. 2. Uyghur-Chinese bilingual phrase semantic representation model 

Secondly, a two-dimensional attention network is constructed here. Based on the 

learned attention weights, the final representation of the Uyghur source phrase and Chi-

nese target phrase are obtained by integrating the multi-level representation generated 

from the RAE through equations (2) and (3): 

𝑝𝑠 = ∑ 𝑎𝑠,𝑖𝑀𝑠,𝑖𝑖                                                                 (1) 

𝑝𝑡 = ∑ 𝑎𝑡,𝑗𝑀𝑡,𝑗𝑗                                                                (2) 

Where, 𝑎𝑠,𝑖 and 𝑎𝑡,𝑗 are attention weights, 𝑀𝑠,𝑖 and 𝑀𝑡,𝑗 indicate the multi-level rep-

resentation learned by RAE. Finally, after obtaining the semantic representation of the 

bilingual phrase, the semantic similarity between the Uyghur phrases and Chinese 

phrases can be calculated. The learned Uyghur phrase representation and Chinese 

phrase representation need to be mapped to a shared semantic space through the non-

linear mapping shown as equation (4) and (5) before calculating semantic similarity. 

𝑆𝑠 = 𝑓(𝑊(5)𝑝𝑠 + 𝑏𝑠)                                                      (3) 

𝑆𝑡 = 𝑓(𝑊(6)𝑝𝑠 + 𝑏𝑠)                                                       (4) 

We evaluate the semantic equivalence betweenS𝑠and Stusing bilinear model and co-

sine model. 
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1. Bilinear model 

Bilinear model compares the source and target phrase representations using a func-

tion that is independently linear in both representations. The semantic similarity score 

is computed as equation (6): 

𝑠(𝑓, 𝑒) = 𝑠𝑠
𝑇𝑆𝑠𝑡                                                            (5) 

2. Cosine model 

Cosine model calculates the cosine value of the angle between 𝑆𝑠and 𝑆𝑡 . The se-

mantic similarity score is computed as equation (7): 

𝑠(𝑓, 𝑒) =
𝑠𝑠
𝑇𝑠𝑡

‖𝑠𝑠‖‖𝑠𝑡‖
                                                         (6) 

3.3 System Combination 

generating new system.  

We employ the semantic information to extend the original feature space and generate 

several new systems based on the extension feature space. At present, most of the state-

of-art SMT systems are based on linear models. Let ℎ𝑚(𝑓, 𝑒) be a feature function, and 

𝜆𝑚 be its weight, a standard SMT model D can be formally written as in equation (8): 

𝑒∗ = argmax
𝑒

∑ 𝜆𝑚ℎ𝑚(𝑓, 𝑒)𝑚                                     (7) 

Firstly, we specify Ω to denote the feature space defined by the original set of fea-

tures used in D . Ν denotes a new feature space after adding semantic features and  Ω ⊂
Ν . According to research by Passban et al. [20], new features can be added in both 

static and dynamic ways. In this paper, we follow the principle of adding a new seman-

tic feature in the feature space at a time. A new derived system can be generated by the 

following two methods: 

1. Adding static feature 

The bilinear similarity score and the cosine similarity score are added behind the 

original translation model feature ℎ𝑖 to supplement the translation model, to obtain the 

new features ℎ𝑖
′  of the translation model, and to generate new systems in the new fea-

ture space N. 

2. Dynamic features 

The bilinear similarity score and the cosine similarity score are taken as new inde-

pendent features ℎ𝑛
𝑏  and ℎ𝑛

𝑐  and are added into the linear model to generate new systems 

in the new feature space N. 

After the new generations systems is constructed, each system tunes its feature 

weights independently to optimize the evaluation metrics on the development set. Let  

D = {𝑑1, ⋯ , 𝑑𝑛}be the set of new systems obtained by adding semantic features. 𝐻𝑖  be 
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the n-best list produced by 𝑑𝑖 .Then H(D) is the translation candidate list to the system 

combination model shown  in equation (9). 

H(D) = ⋃ 𝐻𝑖𝑖                                                                  (8) 

Constructing of the combination framework.  

This paper uses the sentence-level combination method to select the best translation 

hypothesis from the translation candidate list. This method can also be seen as the trans-

lation hypothesis reranking. The method selects the final translation hypothesis accord-

ing to the scoring function of the equation (10). 

𝑒∗ = argmax
𝑒∈𝐻(𝐷)

∑ 𝛽𝑡 ∙ 𝜙𝑡(𝑒) + Ψ(𝑒, 𝐻𝐷)
𝑇
𝑡=1                               (9) 

where  𝜙𝑡(𝑒) is the system score for the t-th single system, 𝛽𝑡  is the system weight 

for the t-th single system that used to represent the preference of the t-th single system. 

Ψ(𝑒, 𝐻𝐷)  is a set of linear combinations based on n-gram features. The framework of 

the system combination is shown in Figure 3. 
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Fig. 3. Uyghur-Chinese machine translation system combination framework 

4 Experiments 

4.1 Setup 

The training corpus used in the experiments is divided into two groups. The first group 

is the training corpus of CWMT2013, which has about 0.1M parallel sentence pairs. It 

is used to extract the training data needed for the bilingual phrase semantic representa-

tion model. We used forced decoding on the above parallel corpus and collected 1.4M 

phrase pairs. Each positive phrase pair corresponds to two negative phrase pairs to form 

two training samples and finally generates about 2.8 M training data for the bilingual 

phrase semantic representation model. The second group is the training corpus of 

CWMT2017. After filtering out the sentence pairs repeated with CWMT2013, there are 

about 0.33M parallel sentence pairs remained, which are used to build a baseline trans-

lation system and perform system combination experiments.  
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For system combination, we building a standard phrase-based Uyghur-Chinese sta-

tistical machine translation system on 3.3M parallel corpus of CWMT 2017 using Mo-

ses platform as the baseline system. We employ the CWMT2013 development set as 

the validation data and use the CWMT2013 test set as the test set. We utilized minimum 

error rate training to optimize the weights of our all translation systems and evaluate 

the translation quality through the case-insensitive BLEU-4 metric[21]. In order to ver-

ify the impact of semantic information on system combination, we set up two experi-

ments for comparison: 

1. Semantic information on single system experiment: Add the bilinear similarity score 

and the cosine similarity score to the baseline system by static features and dynamic 

features, respectively. 

2. Semantic information on system combination experiment: Four new systems are 

derived based on the added features, and the derived systems are combined with the 

baseline system. 

4.2 Experimental results and analysis 

The influence of semantic information on a single system.  

We firstly perform an experiment to observe whether the introduction of bilingual 

phrase semantic information will affect the quality of a single SMT system. By modi-

fying the similarity calculation function of the model, the bilinear similarity score and 

cosine similarity score are obtained. These two scores are treated as features added to 

SMT system.  

Therefore, according to different similarity scores and different feature application 

methods, the introduction of semantic features can be divided into bilinear similarity 

static features (BS), bilinear similarity dynamic features (BD), cosine similarity static 

features (CS) and cosine similarity dynamics (CD). And when adding two new dynamic 

features, in order to observe the influence of the initial weight on the translation effect, 

we set the initial weights from 0.0 to 0.9(interval 0.1), and perform 18 experiments in 

total. The experimental results on the test set are shown in Figures 4 and 5. 

Experimental results show that the initial weight has a direct impact on the transla-

tion effect. When adding the bilinear similarity dynamic feature, a good BLEU value is 

obtained when the initial weight of 0.0; when the cosine similarity dynamic feature is 

added, the highest BLEU value is obtained when the initial weight is set to 0.1. The 

experimental results after adding semantic features are shown in Table 1. As shown in 

Table 1, the introduction of the semantic information of the Uyghur-Chinese bilingual 

phrases can indeed improve the effect of a single system. The bilinear static feature 

with the highest score has increased the BLEU value by 0.43 compared with the base-

line system. From the similarity method, the bilinear similarity score performs better 

than the cosine similarity score. From the feature type, the dynamic feature performs 

better than the static feature, but the introduction of dynamic features requires addi-

tional feature functions and different weights need to be set to find the optimal value, 

so it is more complicated to implement. 
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Fig. 4. BLEU value on different weights of bilinear similarity dynamic feature 

 

Fig. 5. BLEU value on different weights of cosine similarity dynamic feature 

Table 1. Experimental results of semantic features influence on a single system 

System Test Gains on Test 

PBSMT(baseline) 34.38 N/A 

PBSMT+B-S(SYS1) 34.81 0.43 

PBSMT+B-D(SYS2) 34.76 0.38 

PBSMT+C-S(SYS3) 34.55 0.17 

PBSMT+C-D(SYS4) 34.72 0.34 

The influence of semantic information on system combination.  

According to the experimental setup, the system generated from the bilinear similarity 

static feature is called PBSMT-BS (SYS1) and the system generated from the bilinear 

similarity dynamic feature is called PBSMT-BD (SYS2). The system generated from 

the cosine similarity static feature is called PBSMT-CS (SYS3) and the system gener-

ated after adding the cosine similarity dynamic feature is called PBSMT-CD (SYS4). 

In order to observe the impact of the new system on the baseline system, we gradually 

combined each new system with the baseline system. The results of the system combi-

nation are shown in Table 2. 

As shown in Table 2, we get the best results of the 35.01 BLEU value after combin-

ing the newly generated four systems with the baseline system. Although the BLEU 

value is decreased after joining the SYS1 system, when with the combination of SYS2 

and subsequent SYS3 and SYS4 systems, the effect of system combination is steadily 
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improved compared with the baseline system. The total improvement of the BLEU 

value is 0.63, which is 0.2 higher than the best single system SYS1. Experimental re-

sults show that the semantic information of bilingual phrases can further enhance the 

effect of system combination on the basis of improving a single translation system. 

Table 2. The effect of semantic features on system combination 

System Test Gains on Test 

PBSMT(baseline) 34.38 N/A 

+SYS1 34.78 0.4 

+SYS2 34.83 0.45 

+SYS3 34.86 0.48 

+SYS4 35.01 0.63 

 

5 Conclusion 

We present a system combination method of Uyghur-Chinese machine translation sys-

tem based on semantic information, which can introduce semantic information into the 

process of system combination. Experimental results show that for Uyghur-Chinese 

translation task, the introduction of bilingual phrase semantic information can not only 

improve the performance of the single statistical machine translation but also further 

improve the performance of system combination. 

However, the current system combination method is mainly based on statistical 

methods and due to the fact that the neural machine translation are quite different from 

statistical machine translation, the existing system combination methods cannot suita-

ble for them. For the future work, we plan to find a new method for system combination 

which is more suitable for the neural machine translation. 
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