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Abstract. Recently, researchers are focusing more on the study of explainable 

artificial intelligence due to its usefulness on various scenarios that request trust, 

such as deciding if one should trust a prediction, choosing between models, im-

proving an untrustworthy model and identifying why a model should be trusted. 

One main research issues is how to improve the interpretability, while preventing 

any deterioration of accuracy of the model. For this issues the model-agnostic 

explanation method is a kind of solution. In the paper we propose a modified 

LIME algorithm based on locally fitted by decision tree regression called tree-

LIME which is a model-agnostic method. Further, we clarify the fidelity measure 

definition in regression explanation problem by using mean absolute error 

(MAE). The experiments on real service supply chain forecasting application 

show that (1) our proposed approach can improve the fidelity of the explainer 

which lead to a more accurate explanations for individual instances and (2) our 

approach gives a more intuitive and visualized tree expression for explanation. 

(3) The approach also works well when applied to service supply chain forecast-

ing. 

Keywords: Explainable artificial intelligence, Model-agnostic, Local explana-

tion, Decision tree. 

1 Introduction 

Explainable artificial intelligence, the objective of which is to explain the black-box 

machine learning models, is an important topic in machine learning research and its 

applications. The interpretation of black-box model not only corresponds to assessing 

trust, but also relates to deploying a new model. Many sophisticated methods, espe-

cially deep neural networks and ensemble methods, are very complicated and even for 

human experts are struggle to interpret them. So interpretable machine learning has 

been a resurgence in recent years.  

There are a number of methods to perform model explanation. In general these ap-

proaches can be categorized into two types: model-agnostic methods[1-5] and model-
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specific methods[6-9]. (i) Considering the explanation problem, model-agnostic meth-

ods firstly learn an interpretable model that locally or globally[10] approximates the 

given model. Then, using the learned interpretable model to explain given model. (ii) 

Considering the explanation problem, model-specific method is to judiciously design 

representation form of the algorithm and make the algorithm explainable in itself. In 

fact, frequently used linear model and decision tree essentially belong to this types. 

Whether model-agnostic method or model-specific method have their advantages and 

drawbacks. The model-agnostic method faced the fidelity problem, e.g. the explainable 

model cannot effectively approximate original model. While for the model-specific 

method a tradeoff often must be made between accuracy and interpretability[11]. Be-

sides, except these two typical category approaches there are still other explainable 

methods. In [12], depending on the natural language processing method, the author train 

a deep neural network with picture-text pair to explain the content of the picture. In 

[13], author interpret deep neural network GANs by identifying a group of interpretable 

units and visualize to interpret. 

In this paper, we focus on the model-agnostic method and we think that for model-

agnostic method the fidelity should be measured. If an explainable model cannot effec-

tively approximate original model, then explanation is imprecise. Specifically, we ex-

plore a new kind of LIME (local interpretable model-agnostic explanation) based ap-

proach called tree-LIME to perform explanations. LIME is a local interpretable model-

agnostic explanation method proposed in [14-16]. It explains the complicated machine 

learning model by locally approximate the model being explained in explainable feature 

space. The LIME is local linear and it can explain the predictions of any classifier and 

regressor. 

In our approach, we modify the locally linear model of LIME to decision tree re-

gression and by clarify the fidelity definition for regression we apply our approach to 

service supply chain forecasting which is a time series forecasting problem and is mod-

eled to regression problem. So the main contributions are as follows. 

 Tree-LIME, a modified method base on LIME, which can effectively locally ap-

proximate the original model to be explained with the tree interpretable representa-

tion. 

 Clarify the fidelity definition for regression between explainable model and original 

model by computing mean absolute error (MAE). 

 Applying the propose method to explain the service supply chain forecasting and 

show its advantage in fidelity and representation. 

2 Tree-LIME and regression fidelity 

2.1 Locally fitting by decision tree regression 

Model-agnostic explainable method LIME is a method that locally approximate the 

original model in explainable feature space. In the local region of feature space, LIME 

use a linear model to explain the samples needed to be explained. In our method, we 

use decision tree regression to approximate and explain samples. Specifically, define 
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model g ∈ G as an explanation, where G is a class of potentially interpretable models. 

Let the model being explained be denoted f ∶ 𝑅𝑑 → 𝑅. In regression, f(x) is the re-

sponse variable. LIME produces explanation as following: 

ξ(x) = 𝑎𝑟𝑔𝑚𝑖𝑛

𝑔∈𝐺
 𝐿(𝑓, 𝑔, 𝜋𝑥) + 𝛺(𝑔)                                      (1) 

where, 𝐿(𝑓, 𝑔, 𝜋𝑥) is fidelity component and 𝜋𝑥 is a proximity measure between an 

instance to x which defined the local region to be fitted. 𝛺(𝑔) is interpretability com-

ponent.  

For original LIME, the author select a sparse linear model K-LASSO as the explain-

able model g. In our method we use decision tree regression model CART as the g. The 

changes for the local explainable model will lead two kind of effects. Firstly using a 

nonlinear tree model replace liner model will increase local fidelity. Secondly instead 

of using a linear model as an interpretable representation, the replacement leads to tree 

formation representation. As we will show in experiment later, locally nonlinear fitting 

can improve the fidelity and tree representation for explanation is transparent and con-

cise. Before that, we will define fidelity measure for regression. 

2.2 MAE as the Fidelity measure 

For the Model-agnostic explainable method, approximation to original model is im-

portant. The fidelity is to measure this kind of property. However for classification and 

regression, the fidelity will be varied. In classification it have been defined in several 

researches. While for regression, there is still no definition. 

In [10], the author define the fidelity for classification as the percentage of test-set 

examples on which the classification made by an explainable model agrees with its 

original counterpart model. It can be formally defined as: 

𝐹𝑖𝑑𝑒𝑙𝑖𝑡𝑦𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 =
𝑁𝑓=𝑔

𝑁
                                           (2) 

Where, 𝑓 represents original model and 𝑔 is explainable model. 𝑁 is the size of test 

dataset of the original model 𝑓 and 𝑁𝑓=𝑔 represents the number that explainable model 

agrees with original model on test dataset. 

For regression problem, the mean absolute error (MAE) is a usually used evaluation 

metrics and in this paper we compute the MAE between the explainable model’s result 

and original model’s result as the fidelity measure. So it can be formally defined as: 

𝐹𝑖𝑑𝑒𝑙𝑖𝑡𝑦𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 = 𝑀𝐴𝐸𝑔,𝑓 =
1

𝑛
∑ |𝑔𝑖 − 𝑓𝑖|

𝑛
𝑖=1                              (3) 

Where, 𝑔𝑖 is the explainable model’s approximate result and 𝑓𝑖 is original model’s 

forecasting result. In experiment chapter, we will use this definition to comparing two 

explainable model’s fidelity for regression problem. 

3 Experiment 

In our experiment, we compare our proposed approach with original LIME on ser-

vice supply chain forecasting data which is to forecast the usages of each week for 

computer repairing parts, such as mainboard, hard-drive and LCD panels. We purified 

this data from real-world application of service supply chain and preprocess this time 
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series data to the form of tabular data, so we can model this time series forecasting 

problem to a regression problem. After the extraction, the dataset contains 271242 train 

samples and 25068 test samples. Then, we train an ensemble model on this dataset 

which is the ensemble with two varied XGBoost models. For this ensemble it is hard to 

explain even for machine learning practitioners. We use the proposed tree-LIME and 

original LIME to explain this ensemble, then compare the Fidelity measure and show 

the interpretable representations. 

3.1 About service supply chain data 

In details, service supply chain forecasting data are for predicting the usage quantities 

of computer’s repairing parts, which is prepared for customer’s repairing. For large 

computer manufacturers the service supply chain usually maintain thousands of repair-

ing parts for their customers. The supply chain’s planner are tasked with predicting 

their weekly usages for up to one quarter (13 weeks) or half a year (26 weeks) in ad-

vance. The usage quantities of repairing parts are influenced by many factors, including 

the parts commodity, the product segmentation and the machine types. With hundreds 

of individual planners predicting usages based on their unique circumstances, accuracy 

of results can be quite varied. In our extracted dataset, historical usages for 5414 parts 

are provided, so we have history usages of 5415 parts to form train dataset. In test da-

taset we need to forecast the usages of 2136 parts for up to one quarter (13 weeks). 

Because in every week we can extract one sample for training and testing dataset, the 

train dataset contain 271242 instances and test dataset have 25068 instances to be fore-

casted. According to the problem, 10 attributes are extracted so far and details are as 

follows: 

1. TopmostPN: parts number, e.g. ID 

2. IB: install base which means the quantity of computers in warranty 

3. Commodity: the commodity types of the parts 

4. BU: the business unit that the part belongs to 

5. Segment: the segmentation of product, which allocate the correspond parts 

6. IB_duration: the IB’s duration weeks from first the first part in warranty 

7. Usage_duration: the duration weeks that first usage occurred 

8. Year: which year that the usages occurred 

9. Month: which month that the usages occurred 

10. WeekofYear: which week of the year that the usages occurred 

3.2 Fidelity on service supply chain forecasting 

In this chapter, we compare proposed tree-LIME with the original LIME using Fidelity 

measures. We randomly pick up 50 instances out of 25068 instances from test dataset. 

Firstly we forecast these 50 instances by original XGBoost ensemble. Then we explain 

these instances separately by tree-LIME and LIME. At last, computing the Fidelity 

measure of tree-LIME and LIME based on XGBoost ensemble result. To conquer ran-

domness, we repeat this experiment 3 times. In experiment, the parameter of tree depth 
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is set 4. The reason we do not do this experiment on whole 25068 test dataset is that the 

explanation process is time consuming. Table1 shows the fidelity values for three times 

experiments. It can be seen from Table1 that for all three time experiments on pickup 

samples, fidelity values of tree-LIME is lower than original LIME. We can come to a 

conclusion that the fidelity performance of tree-LIME is better than original LIME 

which it is benefitted from nonlinearly fitting in local feature space. In fact for a com-

plicated dataset from real life application, the boundary of feature space are usually 

nonlinear. 

Table 1. Comparition of Fidelity 

Fidelity Experiment-1 Experiment-2 Experiment-3 

LIME 9.64 6.43 11.28 
Tree-LIME 6.22 3.66 3.63 

3.3 Analysis about the depth of the tree 

In our approach, one of the important parameters is the depth of the tree. The tree depth 

is the important parameter because it can adjust the tradeoff of the explainer’s fidelity 

and its interpretability. When the depth is too deep for a tree, it becomes hard to inter-

pret. However, we think when the depth of the tree is shallow, tree model will degen-

erated to liner model and will reduce fidelity. In the following experiment, we validate 

that the depth of the tree will effect fidelity. We design two groups experiment. For 

each group we randomly picked 50 instances and set tree depth as 3, 4 and 5 separately 

to compute fidelity value. As shown in Table2 when the tree depth is 5, the fidelity 

value of both groups achieved the best fidelity performance. The experiments validate 

our conjecture about the effect of tree depth. In real application considering the user’s 

limitation, some users may accept the tree of 4 layers while the others may accept that 

up to 10 layers. we recommend this parameter is set to 4 or 5. 

Table 2. Comparition of the tree depth’s effect 

Fidelity Depth=3 Depth=4 Depth=5 

Group-1 7.33 6.22 4.89 
Group-2 3.93 3.66 3.02 

3.4 Interpretability and the tree representation 

Considering interpret representation in various applications and for different users, a 

linear model[17], a decision tree, a decision rule list may or may not be interpretable. 

In the following we show the difference of the interpretable representation between our 

approach and original LIME. When we change the linear fitting method to the nonlinear 

tree fitting method in the local explainable space, the interpretable representation is 

changed correspondingly. We perform further study on representation cases between 

LIME and tree-LIME. Fig1 and Fig2 show the explanation result of an instance in ser-

vice supply chain forecasting which is forecasted by our XGBoost ensemble either. For 
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this instance, the forecasting result of our ensemble is 4 pieces of usage, the approxi-

mation result of LIME is 0.236≈0 pieces and our tree-LIME is 4.824≈5 pieces. The 

parameter of tree depth for tree-LIME is set to 4. Again from the view of fidelity, tree-

LIME’s fidelity is 1, LIME is 4 and tree-LIME is better than LIME. In the following 

we concentrate on the explanation representations of two methods. The explanation 

representation result is shown in Fig1 and Fig2. 

 

Fig.1. LIME representation 

 

Fig.2. Tree-LIME representation 

In Fig1, LIME uses the weight of the linear model as the interpretable representation 

output. The positive weight means the corresponding feature have the positive effect 

for the regression result and vice versa. As shown in Fig1, LIME’s explanation result 

can be translated that if 6252.00<IB<=36063.00, Usage_duration<38.00, Commod-

ity<=13.00, TopmostPN<=890.00 and WeekOfYear<=14.00, then forecasting result is 

4 pieces. In Fig2, tree-LIME leads to a tree interpretable representation. Decision tree 

is inherently explainable and it is the decision rule in essence too. From Fig2 we can 

find that the forecasting result is 4 pieces because 19941.408<IB<=54728.102 and Top-

mostPN>25.15. 

So the problem is which kind of representation is better? As shown in Fig1 and Fig2, 

The interpretable representations obtained by LIME and tree-LIME are indistinguisha-

ble, so it is hard to say which is better. For representation problem, there have not been 

adequate study in different representations and it is likely that different representations 
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are appropriate for different kinds of users and domains[18]. From the view of trans-

parent and concise interpretation, the translated decision rules of tree-LIME is less than 

LIME, meanwhile tree-LIME is more fidelity than LIME. We think LIME and tree-

LIME can both explain the service supply chain forecasting result well and the expla-

nation of LIME and tree-LIME are both reasonable for real service supply chain plan-

ers. The advantage of our proposed approach is that the approach obtained more con-

cisely explanations at the same time that the fidelity is higher. 

The appropriation problem of explanation representation is really hard to evaluate. 

Considering decsion rule is a kind of general thinking mode, we think in practice the 

explanation should be sample, consice and easy to translate to decision rules. 

One not mentioned problem is categorical features problem for regression. In Fig1 

and Fig2, the ‘Commodity’ feature is an example. For regression the general way to 

cope with categorical feature is the integer encoding, but it is troublesome when ex-

plaining the model for tree representation in our approach. It is meaningless that a cat-

egorical feature is greater than some values or less than some values. For this problem, 

selecting other tree representation may be a good choice and this will be for future 

works. 

4 Conclusion and future work 

This paper investigates the fidelity and interpretability representation of local model-

agnostic explainer LIME. Although LIME can explain any classifier and regressor, its 

fidelity and interpretability representation for regression can be improved. Our major 

contribution is a modified approach called tree-LIME, which uses the tree representa-

tion and increases the capability of local approximation, e.g. fidelity. Further, for re-

gression problem we clarify the fidelity definition by using mean absolute error (MAE) 

between explainable model and original model. Our experiments on service supply 

chain application demonstrate that the proposed approach can increase fidelity and ex-

plain the forecasting result well. In the future, we will cope with how to better explain 

categorical features, experiment on multiple datasets and evaluate interpretability rep-

resentation with human subjects. 
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