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With the development of Deep Learning, pre-training models plays an
increasingly important role in CV and NLP community. Since Google
released BERT in 2018, pre-training method became normally in NLP
researches. A series of pre-training models based on Transformer has
been emerged and occupied a critical position. It was not hard to find
that those models were large along with great order of magnitude. On
the one hand, they required lots of computational and memory resources
in training phase and service stage separately. On the other hand,
inference speed of them cannot reach the desired height. These two

demerits limited their utilization in industry.

Academic and industrial community have been considering how to solve
these problems effectively. Some modified the structure of neural
network. For example, ALBERT reduces parameters by factorized
embedding parametrization and Cross-layer parameter sharing.
Distillation is also a good idea. The Knowledge Distillation means that
the teacher model with deep networks and great number of parameters

teach the smaller one, which is called student here, so as to compress the



knowledge into the student model, obtaining good results with the
reduction of model size. There are certainly many other works, which
put forward different ideas from different angles, and finally get good

results under the condition of reducing model size.

1. Task setting

The main purpose of this task is to train a powerful model with limited
model size to get the best possible result in all four types of tasks

provided by us.

This task covers four different downstream tasks, including sentence-
pair classification, Coreference Resolution, Named-entity recognition,
and reading comprehension. For details about datasets, please visit the
website: https://github.com/CLUEbenchmark/LightL.M#dataset-
description

[Chinese Corpus] :
To meet the challenge of the lack of Chinese Corpus, we provide 14G
data for participants.

https://github.com/CLUEbenchmark/CLUECorpus2020#cluecorpussmalll4g




2. Register :

® Visit www.CLUEbenchmark.com, and click the button [{F/J}] at
the top right corner of the page. After that, please log in.

® After selecting the [NLPCC jlljf#£] in the top navigation bat,
please register our task in [ F7EH] -

® If you have any questions, please contact us via:

CLUEBenchmark@163.com .

3. Submission and metrics

Submission

® Visit www.CLUEbenchmark.com.

® Click [~ZFPiM$E]Y , then submit your results.

® You could check your grade on  [NLPCC2020 /Ml  in [HE
5]

Submission example could be found on

https:/ /storage.googleapis.com/cluebenchmark/tasks/nlpcc_taskl_sub

mit_examples.zip.

Metrics

Preliminary rounds:

Model size: <12M, (1/9*110M) ,

Inference time: 1/8 * (time of bert-base) on the same environment



Under the setting above, the average scores on all four tasks provided
by us will be the only one criterion.
Finals:
We will reproduce the results of each team in the finals, and they will

be given grades according to the formula below:
res = P/100*0.8+0.1*(1—S]‘¢>+0.1*<1—h>
0.9 SBert Bert
P: scores on average
S: Size of model
T: Average time for inference given all the test data
_ bert: bert base
_Lite: light model
[Note)

The name of your submission should contain “nlpcc”, e.g. nlpcc-ELECTRA.

4. Timeline

Warmup: 3/25-4/5
Participants could warm them up on others tasks on the website such as

https://www.cluebenchmarks.com/small model classification.html. This could be

a great chance to become familiar with this system.
Preliminary rounds: 4/6-5/15
We will release the final tasks before 4/6:

® CLUEWSC2020 (The Winograd Schema Challenge,Chinese

Version)



® CSL (Keyword Recognition from paper)

® CLUENER2020 (NER)

® CMRC 2018(Reading Comprehension)

People could submit their results to this system, and check their grades
on the ranking list.

Ranking List: https:/www.cluebenchmarks.com/nlpcc2020.html

Finals: 5/15-5/20: Same tasks as Preliminary rounds
Evaluation: 5/20-5/30

We will reproduce the results of some teams in the finals.
Participants have to prepare the shell which could be easily run to

reproduce the results on our machines.

Result: The results will be published with other shared tasks in NLPCC.

5.Reward

® Ist: RMB 10,000, 1 team

® 2nd : RMB 5000, 1 team

® 3rd : RMB 2500, 1 teams

The top 3 participating teams of this task will also be certificated by NLPCC and CCF

Technical Committee on Chinese Information Technology.

6.Related sites

NLPCC2020 official site:
http://tcci.ccf.org.cn/conference /2020 /cfpt.php




CLUEbenchmark

www.cluebenchmark.com

github
https://github.com/CLUEbenchmark/LightL.LM

7.0thers

Reference :

[1] https://github.com/CLUEbenchmark/DistilBert

[2] Turc, Tulia, et al. "Well-read students learn better: The impact of student
initialization on knowledge distillation." arXiv preprint arXiv:1908.08962 (2019).
[3] Yang, Ziqing, et al. "TextBrewer: An Open-Source Knowledge Distillation
Toolkit for Natural Language Processing." arXiv preprint arXiv:2002.12620 (2020).
[4] Lan, Zhenzhong, et al. "Albert: A lite bert for self-supervised learning of language
representations.” arXiv preprint arXiv:1909.11942 (2019).

[5] Sanh, Victor, et al. "DistilBERT, a distilled version of BERT: smaller, faster,
cheaper and lighter." arXiv preprint arXiv:1910.01108 (2019).

[6] Clark, Kevin, et al. "ELECTRA: Pre-training Text Encoders as Discriminators
Rather Than Generators." International Conference on Learning Representations.
2019.

[7] Jiao, Xiaoqi, et al. "Tinybert: Distilling bert for natural language understanding."
arXiv preprint arXiv:1909.10351 (2019).



[8] Cheng, Yu, et al. "A survey of model compression and acceleration for deep
neural networks." arXiv preprint arXiv:1710.09282 (2017).

[9] Kitaev, Nikita, L ukasz Kaiser, and Anselm Levskaya. "Reformer: The Efficient
Transformer." arXiv preprint arXiv:2001.04451 (2020).

[10] https://mrqga.github.io/

[11] http://tcci.ccf.org.cn/conference /2019 /taskdata.php
[12] https://mp.weixin.qq.com/s/HdG3_CaSdZP31Cp8]_VRQA

[13]
https://digital.csic.es/bitstream/10261/163973/1/Performance Analysis of Real Tim
e DNN_on_ RPi.pdf

[14] https://ibug.doc.ic.ac.uk/resources/lightweight-face-recognition-challenge-

workshop/



NLPCC-2020 $2 5 2%+ 3CHR 5 A pEi|
CLUE Benchmark
2020 4F 3 A

H 7 AT LR, T ZRBi B E BUR B AR TE = A H R A
PR AE P AR BORBOK o« B ARTE 5 AL FRATHER A O )1 25 £ 22 H Bert i
A2 JETAT Tk BT Transformer B2 BRI 2B AU AF 4K NLP
MRAE S HBWRON Tt (H2, HHNVAY, XEHRARIRK, SEER
%, At AU et BEAR R R BEIR, (£ FRE 0 FH A IR figeth 7 AR
ZHBI, EMIEUE AR [N, fEIESRYERERY I, HE
PRI [R]— BN PR o X R — B T 29 I A A A S o A 7 BRI
FREAE A

WK, FARFF TR —EAEBE U A GE—E R L gax A
e A NN T, filn Albert 1l FEFE 3, FIAUERES =
HEIWOSE 2 BRI AR B ZUR R /N AR R
MR R R R i 255 NS i 98 AR S A 1 LT 2R U Y
B MR FRZ HAR TAE, MONE AR T A E R,
I AL DA 1 Ol ™ 2] T A4



—. EH5&RE

APALFF W E 2 H R AERES BRI DU N ST RERY Ik
—MERE RS OB, REAZ A B A R AL R YA SR AT5 h S 21
FEBF HIUR -

APALTS B T AR M55, A4 sentence-pair 7328,
TR a7 2 SEARTFOI AT S o R TR, BAR R Bl S 4
T il Wl R A 4 LA 7 o

https://github.com/CLUEbenchmark/Lightl M#dataset-description

(CEB'EVE/EE) B
N T EMGZPEX T IOEF IR, AL 714G jyh 3ok
FHIERSGE -

https://github.com/CLUEbenchmark/CLUECorpus2020#cluecorpussmalll4¢

Z. &AM

1. Y5 www.CLUEbenchmark.com, 75 T LM FE5F.
2. gk INLPCC2020] tab 5T, jlrt DVEMHEY 5 BEA TN,
FHRA

3. WA M & AN TG C LS AT, AT DAy T A -

CLUEBenchmark@163.com BR ZFkAT-




=, HREXZMIEG

1. i A www.CLUEbenchmark.com, fiEsrRIPEMN, #2345,

2. FEHEFTBE PR NLPCC MBS LAREA 4 O I HES -

5. HRACHCHBAH IR, R ET
https://storage.googleapis.com/cluebenchmark/tasks/nlpcc_task
1_submit_examples.zip

A b

- BT

SHORIE: NF 12M. (1/9 % 110M) .

SRR : 7ERBER AT, 8 (5T bert-base HUIERIHE

TR R LA BB BRI, ARG RO P ME 4 BT
VA MR e

BT

AT HIEB IS, MR LHIEIR TR B, FEiR
HR LT A SO0 TR 8 58

SLite TLite
res=P/100*0.8+0.1*<1——)+O.1*<1— )
0.9 « SBert Bert

P: scores on average

S: Size of model

T: Average time for inference given all the test data
_ bert: bert base

_Lite: light model



[RXER-EE]  ERXMERBRNIZE S nlpee”, 5140 nlpee-
ELECTRA.,

. FLEFEEHEIRE

Warmup: 3/25-4/5

23850 UAE https://www.cluebenchmarks.com/small model classification.html
TR, PR ARSIFINR B OB B RUR

WigE: 4/6-5/15

FATEAEXA 4/6 Z BB IBUsHT AR ST A A

1. CLUEWSC2020 (Winograd f=CHE LR H SR

2. CSL £ 4R 3l (Keyword Recognition)
3. CLUENER2020 (4452430 51)
4. CMRC 2018(]5] 152 HL )
ZPE A LIRS H OIS RIS, R LR 2 H Stk
o
FLZEE B https://www.cluebenchmarks.com/nlpcc2020.html
REE: 5/15-5/20: PRAEK HIATHZE A [F] 1AL 55
A : 5/20-5/30
HANTZRIES IO, BORBARTER PRI TR S st T
ARIFHIANTIATERE I, FHFHERLGD . TORSIEE R AT LIE
linux Q55 D EREE TRIMIAS, FHa Iz, LA I YRR

Hio




GEHNAR: 455455 NLPCC [y Eofth shared task 25— /M .

h. XH

F—% ZMART 1 FxE¥, H—
ETHCEMART 5 FoE, H—
=% BART 25 FuE #£—%
B =#BES3E NLPCC #1 CCF FEFEERAFAZRSIMENIER.

%
%

AN (EES R

NLPCC2020 & 73 M3k
http://tcci.ccf.org.cn/conference /2020 /cfpt.php
CLUEbenchmark B J5 {4

www.cluebenchmark.com

AR HEFE github
https://github.com/CLUEbenchmark/LightL.M

. Hfts

L ERATMAT

Flad > |
.Enl nlpcc-lightt& & task 3 7%
=




S 3

[1] https://github.com/CLUEbenchmark/DistilBert

[2] Turc, Tulia, et al. "Well-read students learn better: The impact of student
initialization on knowledge distillation." arXiv preprint arXiv:1908.08962 (2019).
[3] Yang, Ziqing, et al. "TextBrewer: An Open-Source Knowledge Distillation
Toolkit for Natural Language Processing." arXiv preprint arXiv:2002.12620 (2020).
[4] Lan, Zhenzhong, et al. "Albert: A lite bert for self-supervised learning of language
representations.” arXiv preprint arXiv:1909.11942 (2019).

[5] Sanh, Victor, et al. "DistilBERT, a distilled version of BERT: smaller, faster,
cheaper and lighter." arXiv preprint arXiv:1910.01108 (2019).

[6] Clark, Kevin, et al. "ELECTRA: Pre-training Text Encoders as Discriminators
Rather Than Generators." International Conference on Learning Representations.
2019.

[7] Jiao, Xiaoqi, et al. "Tinybert: Distilling bert for natural language understanding."
arXiv preprint arXiv:1909.10351 (2019).

[8] Cheng, Yu, et al. "A survey of model compression and acceleration for deep
neural networks." arXiv preprint arXiv:1710.09282 (2017).

[9] Kitaev, Nikita, L ukasz Kaiser, and Anselm Levskaya. "Reformer: The Efficient
Transformer." arXiv preprint arXiv:2001.04451 (2020).

[10] https://mrqga.github.io/

[11] http://tcci.ccf.org.cn/conference/2019/taskdata.php
[12] https://mp.weixin.qq.com/s/HdG3_CaSdZP31Cp8]_VRQA

[13]
https://digital.csic.es/bitstream/10261/163973/1/Performance Analysis of Real Tim
e DNN_on_ RPi.pdf

[14] https://ibug.doc.ic.ac.uk/resources/lightweight-face-recognition-challenge-

workshop/



