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Background Info.

• Mainstream framework for dialogues
• Retrieval methods

• Generation methods

• Building a dialogue system has gained increasing interest
• Industrial applications: Microsoft XiaoIce, Amazon Alexa, 小爱同学

• Limitations: 
• Only able to awkwardly catch up with the conversation

• Can not dive into a specific topic with humans owing to the lack of knowledge 
of the subject



• Build benchmarks with the source of Wikipedia

• A dataset for document grounded conversations, EMNLP 2019

• Wizard of wikipedia: Knowledge-powered conversational agents, ICLR 2019

• Toward appropriate knowledge selection

• Learning to Select Knowledge for Response Generation in Dialog Systems, 
IJCAI 2019

• Sequential Latent Knowledge Selection for Knowledge-Grounded Dialogue, 
ICLR 2020

• KGC dialogue system

• [Zhao et al., IJCAI 2019, EMNLP 2020]

Previous Studies



Knowledge

Name The inception

Year 2009

Director Christopher Nolan

Cast Leonardo DiCaprio as Dom Cobb, a professional thief…

Introducti
on

Dominick Gobband Arthur are extractors, who perform corporate espionage using an experimental 
military technology to infiltrate the subconscious of theirtargets and extract valuable information 
through a shared dream world. ……

Conversation

User2: Hey have you seen the inception?

User1: No, I have not but have heard of it. What is it about

User2: It’s about extractors that perform experiments using military technology on people to retrieve info 
about their targets.

User1: Sounds interesting do you know which actors are in it?

User2: ……

Knowledge in Dialogues



• From traditional dialogue setting to knowledge-grounded dialogue 
setting

Grounding dialogue agents with background knowledge 

External knowledge

Knowledge-Grounded Conversations



Low-Resource Knowledge
Grounded Dialogue Generation
Xueliang Zhao, Wei Wu, Chongyang Tao, Can Xu, Dongyan Zhao and Rui Yan

ICLR 2020



• Some recent work resorts to crowd-sourcing and builds benchmarks 
with the source of Wikipedia

• There is still a long way to go for application of the existing models in 
real scenarios
• When they are applied to documents out of domain, their performance drops 

dramatically

• It is difficult to collect enough training data for a new domain or a new 
language, as human effort is expensive

Problems



• How to learn a model with as few knowledge-grounded dialogues as 
possible, yet the model achieves state-of-the-art performance ?

• How to make the model generalize well on out-of-domain documents ?

Challenges



• Make parameters that rely on knowledge-grounded dialogues small 
and independent

• Encoder
• Context encoder
• Knowledge encoder

• Decoder
• Language model
• Context processor
• Knowledge processor

• Decoding manager

Methodology



• Language model
𝑃 𝑤𝑡

𝑟 𝑤1:𝑡−1
𝑟 = 𝑀 𝐿𝑃𝜃𝑙 𝑠𝑡 (𝑠𝑡: decoder state at time 𝑡)

• Context processor

• Attend context: 𝛼𝑡,𝑖 =
exp 𝑒𝑡,𝑖

σ𝑖 exp 𝑒𝑡,𝑖
, 𝑐𝑡

𝑢 = σ𝑖=1
𝑙𝑢 𝛼𝑡,𝑖ℎ𝑖

𝑢
(𝑒𝑡,𝑖: similarity between 𝑠𝑡 and ℎ𝑖

𝑢)

• The generation prob is defined by:

𝑃 𝑤𝑡
𝑟 𝑈,𝑤1:𝑡−1

𝑟 = 𝑝𝑔𝑒𝑛𝑃𝑣𝑜𝑐𝑎𝑏 𝑤𝑡
𝑟 𝑈,𝑤1:𝑡−1

𝑟 + (1 − 𝑝𝑔𝑒𝑛) ෍

𝑖:𝑤𝑖
𝑢=𝑤𝑖

𝑟

𝛼𝑡,𝑖

• Context encoder
• Transform context tokens into a sequence of hidden vectors:
ℎ1
𝑢, … , ℎ𝑖

𝑢, … , ℎ𝑙𝑢
𝑢 = 𝐺𝑅𝑈𝜃𝑐 𝑒1

𝑢, … , 𝑒𝑖
𝑢, … , 𝑒𝑙𝑢

𝑢 (𝑒𝑖
𝑢: 𝑤 𝑜𝑟𝑑𝑒𝑚 𝑏𝑒𝑑𝑑𝑖𝑛𝑔)

Pre-trained with the Ungrounded Dialogues



• Knowledge encoder
• Represent 𝑑𝑖 as a sequence of hidden vectors:

ℎ𝑖,1
𝑑 , … , ℎ𝑖,𝑗

𝑑 , … , ℎ𝑖,𝑙𝑑
𝑑 = 𝐵𝑖𝐺𝑅𝑈𝜃𝑘(𝑒𝑖,1

𝑑 , … , 𝑒𝑖,𝑗
𝑑 , … , 𝑒𝑖,𝑙𝑑

𝑑 )

Pre-trained with the Plain Text



• Knowledge Processor
• Attend knowledge:

𝛽𝑡,𝑖
𝑠 =

exp 𝑔𝜃
𝑠′

𝑠𝑡, ෠ℎ𝑖
𝑑

𝑍𝑠
; 𝛽𝑡,𝑖,𝑗

𝑤 =
exp 𝑔𝜃

𝑠′
𝑠𝑡,ℎ𝑖,𝑗

𝑑

𝑍𝑤
(𝑍𝑠, 𝑍𝑤:normalization factors; 𝑔𝜃𝑠′

:similarity function parametered by 𝜃𝑠′)

• Knowledge vector:
𝑐𝑡
𝑑 = σ𝑖=1

𝑚 𝛽𝑡,𝑖
𝑠 ෠ℎ𝑖

𝑑

• The generation prob is formulated as:

𝑃 𝑤𝑡
𝑟 𝐷,𝑤1:𝑡−1

𝑟 = 𝑝′
𝑔𝑒𝑛

𝑃𝑣𝑜𝑐𝑎𝑏 𝑤𝑡
𝑟 𝐷,𝑤1:𝑡−1

𝑟 + (1 − 𝑝′
𝑔𝑒𝑛

) ෍

𝑖,𝑗:𝑤𝑖,𝑗
𝑑=𝑤𝑡

𝑟

𝛽𝑡,𝑖,𝑗

• Decoding Manager
• The prob to predict word 𝑤𝑡

𝑟 can be formulated as:

𝑃 𝑤𝑡
𝑟 𝑈, 𝐷,𝑤1:𝑡−1

𝑟 = 𝜋𝑡 ∙

𝑃 𝑤𝑡
𝑟 𝑤1:𝑡−1

𝑟 ;

𝑃 𝑤𝑡
𝑟 𝑈,𝑤1:𝑡−1

𝑟 ;

𝑃 𝑤𝑡
𝑟 𝐷,𝑤1:𝑡−1

𝑟
(𝜋𝑡: distribution of the three componets, one-hot vector)

𝜋𝑡 = 𝑔𝑢𝑚 𝑏𝑒𝑙_𝑠𝑜𝑓𝑡𝑚 𝑎𝑥(𝑓𝜋 𝑠𝑡−1 , 𝜏) ∈ ℝ1×3 (𝑓𝜋: MLP; 𝑠𝑡−1: decoder state at time t-1;𝜏: temperature)

Learned on the KG Dialogues



• Datasets
• Wizard of Wikipedia (facebook): Test Seen vs Test Unseen

• CMU_DoG (cmu)

• Evaluation Metrics
• PPL, F1, BLEU, BOW Embedding

• Human evaluation

• Baselines
• Transformer Memory Network (TMN), ICLR 2019

• Incremental Transformer with Deliberation Decoder (ITDD), ACL 2019

Experiments



• Our model only needs 1/8 
training data to achieve the 
state-of-the-art performance

• The model outperforms the 
baseline models on out-of-
domain knowledge

• When the training set shrinks, 
the performance gap on Test 
Seen and Test Unseen becomes 
marginal
• Better capability for generalization

Evaluation Results



• Evaluation results on CMU_DoG
• Similar findings: 1/8 data size with  better results than SOTA

Evaluation Results



• Fine-tuning can further improve the model on both in-domain and 
out-of-domain knowledge when there are enough training data.

Comparison of Parameter Fine-Tuning and 
Parameter Fixing



• Entangling (TMN) vs. disentangling (Ours)
• Disentangling is important to leverage ungrounded dialogues and plain text 

for low-resource knowledge-grounded dialogue generation

Comparison with Pre-trained TMN



• Removing any component from pre-training causes performance drop 
when training data is small.

Results of Pre-training Ablation



Case Study



• A knowledge-grounded dialogue generation model under a low-
resource setting

• A new model for decoupling knowledge and dialogues
• Most parameters (~95%) can be estimated from ungrounded dialogues and 

documents

• Decomposing the response decoder into independent components

• Outperform SOTA methods with only 1/8 data

Summary



Learning an Effective Context-Response 
Matching Model with Self-Supervised 
Tasks for Retrieval-based Dialogues

Ruijian Xu, Chongyang Tao, Daxin Jiang, Xueliang Zhao, Dongyan Zhao and Rui Yan

AAAI 2021



⚫ Existing studies focus on building a context-response matching model with 
various neural architectures or pre-trained language models (PLMs) and 
typically learning with a single response prediction task

⚫ Still challenging to effectively learn task-related knowledge during the training process, 
especially when the size of training corpora is limited.

⚫ Overlook many potential training signals contained in dialogue data.

⚫ Response retrieved systems supervised by the conventional way still faces 
some from existing dialogue critical challenges

⚫ Including incoherence and inconsistency

Motivations



⚫ Conventional Approach:

⚫ Self-supervised learning: 

⚫ Constructing various training 
signals with multi-turn dialogue.

⚫ Jointly training with response 
matching task.

⚫ How to learn an effective context-response matching model with limited corpora?

Better task-related representation
Better generalization ability

Methods



a) Next Session Prediction (NSP) 

● Predict whether two pieces of dialogue session 
are consecutive and relevant 

c𝑙𝑒𝑓𝑡 = {𝑢1, … 𝑢𝑡} c𝑟𝑖𝑔ℎ𝑡 = {𝑢𝑡, … 𝑢𝑚}

Self-Supervised Tasks



Self-Supervised Tasks
b)  Utterance restoration



c) Incoherence Detection (ID)

● Recognize the incoherent utterance 
(randomly replaced) within a dialogue 
session

Self-Supervised Tasks



d) Consistency Discrimination (CD)

● Measure the consistency among two utterances

● 𝑢 and 𝑣 are from the same interlocutor in the same 
dialogue session, ෤𝑣 is from other session.

Self-Supervised Tasks



• Multi-task learning:

• ℒ𝑓𝑖𝑛𝑎𝑙 = ℒ𝑐𝑟𝑚 + 𝛼ℒ𝑠𝑒𝑙𝑓

• ℒ𝑠𝑒𝑙𝑓 = ℒ𝑛𝑠𝑝 + ℒ𝑢𝑟 + ℒ𝑖𝑑 +ℒ𝑐𝑑

(α is the trade-off between the objective of the main task and. those of the auxiliary tasks)

Learning Objective



• Ubuntu Dialogue Corpus

• Multi-turn English dialogues about technical support and is collected from chat logs of the 
Ubuntu forum

• E-commerce Dialogue Corpus

• Real-world multi-turn dialogues between customers and customer service staff on Taobao, 
the largest e-commerce platform in China

Datasets



Experiment Results



⚫ Self-supervised learning for non-pretrained models

One-ninth of the parameter of BERT

Experiment Results



⚫ Human Evaluation

Experiment Results



⚫ We propose learning a context-response matching model with multiple auxiliary self-
supervised tasks designed for the dialogue data

⚫ Jointly trained with these self-supervised tasks, the matching model can effectively learn task-
related knowledge contained in dialogue data, achieve a better local optimum and produce 
better features for response selection

⚫ Experiment results on two benchmarks indicate that the proposed auxiliary self-supervised 
tasks bring significant improvement for various matching architectures on multi-turn response 
selection in retrieval-based dialogues

⚫ New state-of-the-art results on both datasets

Summary



A Pre-training Strategy for Zero-
Resource Response Selection in 
Knowledge-Grounded Conversations 
Chongyang Tao, Changyu Chen, Jiazhan Feng, Ji-Rong Wen and Rui Yan

ACL 2021



• Given a conversation context and 
a set of knowledge entries
① Select proper knowledge 

② Distinguish the most appropirate 
response from a candidate pool 

Knowledge-Grounded Response Selection



• It is non-trivial to collect large-scale dialogues that are naturally 
grounded on the background documents.

• Can we learn a knowledge-grounded response selection model 
without any knowledge-grounded dialogue data?

Challenges



• Since <knowledge, context, response > triples are hard to collect, but the 

following data is abundant

• unstructured knowledge (e.g., web pages or wiki articles) <knowledge>

• passage search datasets (e.g., ad-hoc retrieval tasks) <query, knowledge>

• multi-turn dialogues (e.g., Reddit) < query, dialogue history, knowledge >

• The background knowledge and dialogue history are symmetric in terms of the 

information they convey, and we assume that the dialogue history can be 

regarded as another format of background knowledge for response prediction. 

dialogue history, query
Motivations



• Decomposing the training of the grounded response selection task into several 
sub-tasks, and joint learning all those tasks in a unified model. 

Model Overview



• Task1 - Query-Passage Matching 
• Predict whether a query and the the passage and relevant. 

• Loss function

• where 𝑝+ stands for the positive passage for 𝑞, 𝑝𝑗
− is the 𝑗-th negative 

passage and 𝛿𝑝 is the number of negative passage.  

Pre-training Strategies 



• Task2 - Query-Dialogue History Matching 

• Predict whether a query and a dialogue are consecutive and relevant. 

• Loss function

• where ℎ+ is the true dialogue history for 𝑞, ℎ𝑗
− is the 𝑗-th negative dialogue history 

randomly sampled from the training set  and 𝛿ℎ is the number of negative passage.  

Pre-training Strategies 



• Task3 - Multi-turn Response Matching 
• Predict whether a response candidate is appropriate for a given query and a 

concatenated dialogue history sequence 

• Loss function

• where 𝑟+ is the true response for a given q and h, 𝑟−
𝑗 is the 𝑗-th negative 

response candidate and 𝛿𝑟 is the number of negative response candidate.

Pre-training Strategies 



• First rank 𝑝𝑖 𝑖=1
𝑛𝑘 according to 𝑔(𝑞, 𝑘𝑖) and then select top 𝑚 knowledge entries 

{𝑝1, . . . , 𝑝𝑚} for the subsequent response matching process. 

• Present two strategies to compute the final matching score g(k, h, q, r)

• Cat:

• Sep:

Inference



• Training set
• MS MARCO passage ranking dataset (Nguyen et al., 2016) 

• 500k pairs of query and relevant passage. 

• Another 400M passages are used as the sampling pool. 

• Reddit dialogue dataset (Dziri et al., 2018) 
• Randomly sampling 2.28M/20K dialogues as the training/validation set. 

• On average, each dialogue contains 4.3 utterances, and the average length of the 
utterances is 42.5. 

Experimental Setup



• Testing set
• We tested our proposed method on the Wizard- of-Wikipedia (WoW) (Dinan 

et al., 2019) and CMU DoG (Zhou et al., 2018a). 

• Evaluation metrics
• 𝑅𝑛@𝑘

Experimental Setup



• IR Baseline (Dinan et al., 2019)

• BoW MemNet (Dinan et al., 2019)
• Learn the knowledge selection and response matching jointly 

• Transformer MemNet (Dinan et al., 2019)
• A pretrained Transformer

• Learn the knowledge selection and response matching jointly 

• Two-stage Transformer (Dinan et al., 2019)

• DIM (Gu et al., 2019)

• FIRE (Gu et al., 2020) 

Baselines



Evaluation results on the test set of WoW. Evaluation results on the test set of CMU_DoG. 

• The performance of knowledge selection

Supervised 
Methods

Evaluation Results



• The performance of knowledge selection

Evaluation Results



• Ablation studies

Evaluation Results



• The performance of response selection across different number of 
selected knowledge. 

Discussion



• Exploration of  response matching in knowledge-grounded 
conversations under a zero- resource setting 

• Proposal of decomposing the training of the knowledge-grounded 
response selection into three tasks and joint train all tasks in a unified 
pre-trained language model. 

• Exiperimental results on two benchmarks demonstrate the 
effectiveness of our method.

Summary



Reasoning in Dialog:
Improving Response Generation 
by Context Reading Comprehension

Xiuying Chen, Zhi Cui, Jiayi Zhang, Chen Wei, Jianwei Cui, Bin Wang, Dongyan Zhao and Rui Yan

AAAI 2021



• In multi-turn dialog, utterances do not always take the full form of 
sentences (Carbonell 1983)
• Understanding the dialog context is difficult

• Essential to fully grasp the dialog context to generate a reasonable 
response

• Goal: to improve the response generation performance
• Examining the model’s ability to answer a reading comprehension question

• The question is focused on the omitted information in the dialog

Motivation



Motivation



• A multi-task learning framework:
• Jointly answers reading comprehension questions and generates a proper 

response in multi-turn dialog scenario

• New method:
• Transformer architecture with a memory updater

• Selectively store and update history dialog information

• New data
• A large scale dialog reading comprehension dataset

• Experimental results on this dataset demonstrate the effectiveness

Contribution



Overview



Cross-Hierarchical Encoder



Overview



Memory augmented cross 

attention is based on the traditional 

Cross Attention Module (CAM) 

Transformer architecture 

(Vaswani et al. 2017).

While the aforementioned vanilla 

CAM is a powerful method, it is 

less suitable for multi-turn dialog 

due to its inability to fully utilize 

dialog history information. Thus, 

we augment it with an external 

memory module, which helps to 

remember and update history 

dialog information in a multi-slot 

way.

Cross-Hierarchical Encoder



Cross-Hierarchical Encoder



Overview



• Word-level
• The first level in our hierarchical attention encodes each utterance 

independently from other utterances at word-level, resulting in a fixed-
dimensional representation of each utterance

• Utterance-level
• Similar to word-level attention, an utterance-level MAM is applied on these 

representations to fuse information between different utterances

Cross-Hierarchical Encoder



Answer Selector



Response Generator



• To our best knowledge, no existing works consider MRC in response 
generation task

• We propose a dialog reading comprehension dataset (DRCD)

• DRCD is based on the Restoration-200k dataset 
• The utterance with omitted information is manually annotated

• Such omitted information leads to a difficulty in fully understanding the 
dialog context and requires reasoning ability to  for a model

• We hire an annotation team to write questions that are focused on the 
missing information
• A big THANK-YOU to Xiaomi Team

Dataset



• Since it is time-consuming to write questions for the whole dataset, 
and based on the labeled answer it is rather easy to construct the 
question, we ask the team to write questions for 10k cases, and 
then automatically generate questions for the rest of the dataset
• Concretely, we utilize PG to generate questions due to its good 

performance

• We conduct a human evaluation to examine the generation quality
• The result shows that generated questions that score over 3 takes up 

76.5%, showing that most of the generated questions are of good quality

• The kappa statistics indicate the moderate agreement between 
annotators

Dataset



• We randomly split the dataset with question-answer pair to 113,116 
training, 3,000 validation, and 3,000 test cases
• The average character-level context length and utterance length of the 

dataset is and 43.4 and 9.05

• Note that in the validation and test datasets the questions are all 
written by human, ensuring that the testing results are convincing

Dataset



• Results

Experiment



Case Study



• A new dataset for reasoning in dialogs

• A framework for multi-tasking with new structures (memory)
• Machine reading comprehension

• Dialog generation

• Effectiveness in experiments verified 

Summary



Multilingual COVID-QA: 
Learning towards Global Information Sharing via Web 
Question Answering in Multiple Languages

Rui Yan, Weiheng Liao, Jianwei Cui, Hailei Zhang, Yichuan Hu and Dongyan Zhao

WWW 2021



• Global pandemic: global policy

COVID-19!!



• Web is an active venue for information sharing
• News and bulletins

• FAQ

• Social media

• Search engines

• QA forums

• Global information sharing is important to help 
people fight against COVID-19
• World Health Organization

Why Web QA



• Given that information is conveyed in different languages
• Unfriendly to monolingual speakers 

• Insufficient information for a particular language
• Especially for a low-resource language

• Translation is not ALWAYS reliable
• Especially for a specific domain such as COVID-19

• Information in different languages is not ALWAYS aligned
• E.g. to share experiences in Chinese which is not described in other languages

Challenges



• Information collection from the global data and utilize knowledge to 
reinforce between one language and another

• Improving translation models extended from the general domain

• Unsupervised language alignment and cross-lingual mapping for the 
non-parallel data

Contribution



• Data collection
• (q,a) pairs in different languages, i.e., English, Chinese and Japanese

• Not always in parallel 

• Large-scale language model pre-training

• Unsupervised NMT
• Word-to-word language alignment

• Weak translation models from one language to another

• Encoder-decoder
• Bi-GRU

• Other structures may apply, too

Preliminary



• Dataset Dl ={(q,a)}l and Dl* ={(q,a)}l*

• There can be a small subset of parallel data P={(ql,al* )}

• To generate an answer in the same language
• Information is mixed across languages

• Two functions will be learned g(.) and f(.), for generation and translation 
respectively

Formulation



• Framework Overview

Multilingual QA



• Forward translation and backward translation
• From one language to another, and then translation back in a dual process

• Expectation: perfectly reconstruct the original sentence

• Translation loss

QA Translation



• Monolingual QA
• Unconditioned on translation models

• Conditioned on translation models

• Monolingual QA loss

QA Generation



• Knowledge can be shared through the semantics
• Translate the question part

• Translate the answer part

• When parallel data available 

• Cross-lingual QA loss

Cross-Lingual QA



• Training steps
• Language model pretraining

• Monolingual QA generation pretraining

• Fine-tune parameters on the parallel dataset and pseudo parallel dataset

• Final objective

• Training two languages in pairs

Translation-Generation Joint Learning



• Information hubs: FAQ

• Expert interview QA

• Web QA forums

Datasets



• BLEU

• Semantic similarity via embeddings
• Greedy, Extrema, Average

• Human evaluation
• Non-experts: ordinary users

• 500 test cases

Evaluation Metric



• Monolingual QA
• Train models separately

• Multi-tasking QA
• Multilingual encoder-decoder jointly

• Translation-Aided
• Using external translation models: Google Translate

• Data-level 

• Memory-Shared Model
• Shared-private memory for different languages

Comparison Methods



• Results for English and Chinese

Overall Performance



• Results for Japanese

Overall Performance



• Components
• Monolingual pretraining

• Word-to-word weak translation

• Forward-backward translation

• Monolingual mapping

• Cross-lingual mapping

Ablation Results



• Parallel Data
• A small subset of parallel data vs. pseudo parallel data only

• It is helpful to use the true parallel data for calibration 

• Connection with existing models
• Monolingual QA generation without the cross-lingual part

• Backward-forward translation without QA generation: Dual Learning

Additional Analysis



• An effort from computer scientists to combat COVID-19

• A new framework for multilingual QA
• Improved translation models

• Improved monolingual QA models

• Improved cross-lingual alignment and mapping

• Good performance in practice

Summary



Stylized Dialogue Generation with 
Multi-Pass Dual Learning

Jinpeng Li, Yingce Xia, Hongda Sun, Dongyan Zhao, Tie-Yan Liu and Rui Yan

NeurIPS 2021



Movitation

• Stylized dialogue generation, which aims to generate a given-style response for an

input context, plays a vital role in intelligent dialogue systems.

Example

Movitation



Movitation

• There is no parallel data between the contexts and the responses of target style 𝑆1,

existing works mainly use back translation to generate stylized synthetic data for

training, where the data about context, target style 𝑆1 and an intermediate style

𝑆0 is used.

• However, the interaction among these

texts is not fully exploited, and the pseudo

contexts are not adequately modeled.

Movitation



• We propose multi-pass dual learning

(MPDL), which leverages the duality among

the context, response of style 𝑆1 and

response of style 𝑆0.

• MPDL builds mappings among the above

three domains, where the context should be

reconstructed by the MPDL framework.

• We also introduce two discriminators to

evaluate the quality of the generated data.

Movitation



• We propose multi-pass dual learning (MPDL) framework for stylized dialogue

response generation, that can effectively leverage the unlabeled data;

• Compared with standard dual learning, we introduce two discriminators to

evaluate the quality of the pseudo parallel data. This is a new attempt for the

general dual learning framework;

• We provide a new dataset for this task and set several benchmarks using our

method;

• We empirically verify the effectiveness of MPDL on two datasets with formal and

Shakespearean response generation.

Contribution



There are three pairs of dual tasks involved in our framework.

Multi-pass dual learning framework



• Three pairs of dual tasks：

• Dialogue generation and the inversed task

• Style transfer between S0 and S1

• Stylized dialogue response generation and the inversed task

• Goal:         , Max:

Model Architecture



• Based on Transformer:

• Initialized using pretrained DialoGPT weights

• The parameters of all forward models are shared

• The parameters of all backward models are shared

• The parameters of encoder and decoder are shared

Model Architecture



• Training:

• Given an input x and the task T, the encoder of the forward model works as 

follows:

• 𝐻𝑓
𝑠0(𝑥) for dialogue response generation, 𝐻𝑓

𝑠1(𝑥) for stylized dialogue generation

• 𝐻𝑓
𝑠1(𝑦) for text style transfer, 𝐻𝑏

𝑠0(𝑦) for inverse dialogue response generation

• for inverse stylized dialogue generation and inverse text style transfer.

Model Architecture



• Loss:

Model Architecture



• Previous work cannot obtain proper context sequences. 

Examples include:

Quality Discriminator



• Mixed Loss:

Algorithm



• TCFC:  informal to formal 

• Shakespearean Dialogue Generation Corpus (SDGC): modern to Shakespearean 

Datasets



Experimentsal Results
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Case Study



• Preliminary solutions to some questions

• Low-resource knowledge selection for KGC

• Knowledge in reasoning

• Shared knowledge in
• Multilinguality

• Style

Take-Away Message



Q & A

Thank You!

Email: ruiyan@ruc.edu.cn

mailto:ruiyan@ruc.edu.cn

