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Adversarial Training

1 Robustness Improvement from Data Perspective---Universal AT

Szegedy, Christian, et al. "Intriguing properties of neural networks." arXiv preprint arXiv:1312.6199 (2013).

Adversarial Attack
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1 Robustness Improvement from Data Perspective---Universal AT

Goodfellow, Ian J., Jonathon Shlens, and Christian Szegedy. "Explaining and harnessing adversarial examples." arXiv preprint arXiv:1412.6572 (2014).
Miyato, Takeru, Andrew M. Dai, and Ian Goodfellow. “Adversarial training methods for semi-supervised text classification.” ICLR 2016.
https://iclr.cc/virtual_2020/poster_BygzbyHFvB.html

FGSM：

FGM:
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1 Robustness Improvement from Data Perspective---Universal AT

Madry, Aleksander, et al. "Towards deep learning models resistant to adversarial attacks." arXiv preprint arXiv:1706.06083 (2017).
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1 Robustness Improvement from Data Perspective---Universal AT

Madry, Aleksander, et al. "Towards deep learning models resistant to adversarial attacks." arXiv preprint arXiv:1706.06083 (2017).



11

1 Robustness Improvement from Data Perspective---Universal AT

Zhu, Chen, et al. "FreeLB: Enhanced Adversarial Training for Natural Language Understanding." International Conference on Learning Representations. 2019.
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1 Robustness Improvement from Data Perspective---Universal AT

Robustness improves
Accuracy decreases

Robustness improves
Accuracy improves

AT in Image AT in Text

Shafahi, Ali, et al. "Adversarial training for free!." Proceedings of the 33rd International Conference on Neural Information Processing Systems. 2019.

Experiment results of different defenders on AGNEWS
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1 Robustness Improvement from Data Perspective---NLP AT

Problem in current Virtual Adversarial Train



Effectiveness of Adversarial Training

1 Robustness Improvement from Data Perspective---NLP AT

Li, Zongyi, et al. “Searching for an Effective Defender: Benchmarking Defense against Adversarial Word Substitution.” EMNLP 2021.



Experiments

1 Robustness Improvement from Data Perspective---NLP AT

Li, Zongyi, et al. “Searching for an Effective Defender: Benchmarking Defense against Adversarial Word Substitution.” EMNLP 2021.



• 1. Randomization Problem
• random initialize at step zero

• 2. Constraint Problem
• Frobenius Norm on X
• X = [v0,v1,… vn …] is output of a sequence

generate perturbations

constrain using L2norm

1 Robustness Improvement from Data Perspective---NLP AT

Problem in current Virtual Adversarial Train



Method

• 1. Global Perturbation Vocabulary

• 2. Token-Level Constraint

1 Robustness Improvement from Data Perspective---NLP AT

Li, Linyang, and Xipeng Qiu. "Token-Aware Virtual Adversarial Training in Natural Language Understanding." AAAI 2021.



1. Perturbation Generation 
1 Robustness Improvement from Data Perspective---NLP AT



2. Global Perturbation Vocabulary 
1 Robustness Improvement from Data Perspective---NLP AT



3. Token-Level Constraint 
1 Robustness Improvement from Data Perspective---NLP AT



Results
1 Robustness Improvement from Data Perspective---NLP AT
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0 General Framework of Natural Language Processing
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Ø Word Embedding (unk未见词)

- Glove / Word2Vec / Random Init

Word2Vec (skip-gram) Good Representation : 
Country and Capital Vectors

Mikolov, Tomas, et al. "Distributed representations of words and phrases and their 
compositionality." Advances in neural information processing systems. 2013.

2 Robustness Improvement from Representation Perspective



• 研究动机
Ø 在测试集中经常会出现一些在训练集中没有出现过的OOV词。
Ø 在序列标注任务中，模型在OOV词上的表现相较于非OOV词一般差很多。

学习 OOV 词在序列标注任务中的表示

Peng, Minlong, et al., Learning Task-Specific Representation for Novel Words in Sequence Labeling, IJCAI 2019

• 模型
Ø 训练一个普通的序列标注模型，称为Teacher Network。

Ø 训练一个OOV词表示模型(Student Network)：利用一个词的上下文和该词的字符序列预测改词的

表示，使得预测的词表示在Teacher Network中有好的表现。

未 登 录 词

2 Robustness Improvement from Representation Perspective---OOV



2 Robustness Improvement from Representation Perspective---OOV

数据集 OOV 统计

面对 OOV 鲁棒性

Peng, Minlong, et al., Learning Task-Specific Representation for Novel Words in Sequence Labeling, IJCAI 2019



Ø Pretrained Contextual Embedding (contextual)

- ELMo / BERT (我在苹果公司工作/我吃了苹果)

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding
Deep contextualized word representations

2 Robustness Improvement from Representation Perspective---Contextual Embedding
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2 Robustness Improvement from Representation Perspective---Contextual Embedding
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Language Models Need Knowledge

• PLMs perform poorly on entity recognition
• Contextualized PLMs achieved small improvements on entity & semantic related tasks 

compared with non-contextualized methods.  (Tenney et al.)
• BPE tokenization breaks entities

The native language of Jean Mara ##is is French.
• Surface form-based reasoning

BERT does not know Daniel Ceccaldi (as an entity) at all. 
It just think Daniel Ceccaldi looks like an Italian name.

E-BERT: Efficient-Yet-Effective Entity Embeddings for BERT. https://arxiv.org/abs/1911.03681

The native language of Jean Marais is [MASK].

French

https://openreview.net/forum?id=SJzSgnRcKX
https://arxiv.org/abs/1911.03681


Injecting Knowledge into PLMs

• Injecting entity embeddings
• ERNIE, KnowBERT, K-BERT, etc.
• The entity embeddings are NOT

• Jointly learned along with PLM
• Contextualized

• Knowledge as supervision
• WKLM, etc. ERNIE: Enhanced Language Representation with Informative Entities

https://arxiv.org/abs/1905.07129

Knowledge Enhanced Contextual Word Representations
https://arxiv.org/abs/1909.04164

https://arxiv.org/abs/1905.07129
https://arxiv.org/abs/1909.04164
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2 Robustness Improvement from Representation Perspective---Contextual Embedding

ERNIE 在实体相关的任务上性能更好



Representation in Language and Knowledge

• Combine the success of both sides -- CoLAKE

2013

2015

2017

2019

Language Knowledge Joint

GPT-3

BERT, XLNet

ELMo, GPT

CoVe

GloVe

word2vec

CoKE, PathCon

RotatE

ConvE

ComplEx

DistMult

TransE

CoLAKE

ERNIE, KnowBERT

Wikipedia2vec

JointEmb

Semi-contextualized



2 Representation – CoLAKE Word-knowledge Graph

32Sun et al., CoLAKE: Contextualized Language and Knowledge Embedding, COLING 2020.

• Word graph + Knowledge subgraph



• Modify Transformer for word-knowledge graph

Word-knowledge graph is a
positional heterogeneous graph.

Position
Embedding

Type
Embedding

Masked
Self-Attention

2 Representation – CoLAKE Word-knowledge Graph

Sun et al., CoLAKE: Contextualized Language and Knowledge Embedding, COLING 2020.



• Synthetic graph task
• Word-knowledge graph completion

2 Representation – CoLAKE Word-knowledge Graph

Results on word-knowledge graph completion

Sun et al., CoLAKE: Contextualized Language and Knowledge Embedding, COLING 2020.
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Hu, Xuming, et al. “SelfORE: Self-supervised Relational Feature Learning for Open Relation Extraction.” EMNLP 2020.

2 Representation---Target Oriented

Open Relation Extraction via Self-supervised Learning. 
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2 Representation---Target Oriented

Problem in Unsupervised Clustering

Gui et al., Constructing Multiple Tasks for Augmentation: Improving Neural Image Classification With K-means Features, AAAI 2020.
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Wu et al., Open Relation Extraction: Relational Knowledge Transfer from Supervised Data to Unsupervised Data, EMNLP 2019. 

2 Representation---Target Oriented

Relational Siamese Networks Transfer knowledge from Labeled Data
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2 Representation---Target Oriented

Zhao, Jun, et al. “A Relation-Oriented Clustering Method for Open Relation Extraction.” EMNLP 2021.

Overview of our proposed RoCORE method.

Center Loss for Learning Clustering:

Reconstruction Loss
Avoids Trivil Solution:
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2 Representation---Target Oriented

Overview of our proposed RoCORE method.

Kmeans Clustering for Pseudo Lables

BCE Loss for New Classifier

Zhao, Jun, et al. “A Relation-Oriented Clustering Method for Open Relation Extraction.” EMNLP 2021.
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2 Representation---Target Oriented

In Domain Cross Domain

0-30 Labeled
31-40 Unlabeled

0-63 Labeled
64-79 Unlabeled

Zhao, Jun, et al. “A Relation-Oriented Clustering Method for Open Relation Extraction.” EMNLP 2021.
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2 Representation---Target Oriented

Model performance with different amounts of labeled data.

Zhao, Jun, et al. “A Relation-Oriented Clustering Method for Open Relation Extraction.” EMNLP 2021.
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0 General Framework of Natural Language Processing
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3 Robustness Improvement form Model Perspective---Affiliate network

Moosavi-Dezfooli, Seyed-Mohsen, et al. "Universal adversarial perturbations." Proceedings of the IEEE conference on computer vision and pattern recognition. 2017.
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3 Robustness Improvement form Model Perspective---Affiliate network

Akhtar, Naveed, Jian Liu, and Ajmal Mian. "Defense against universal adversarial perturbations." CVPR 2018.

插件模块
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3 Robustness Improvement form Model Perspective---Affiliate network

Prefix Tuning

Li, Xiang Lisa, and Percy Liang. "Prefix-tuning: Optimizing continuous prompts for generation." arXiv preprint arXiv:2101.00190 (2021).
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3 Robustness Improvement form Model Perspective---Affiliate network

Rui Zheng et al., Prefixal Stabilizer: A Plug and Play Defense Moduleto Defend Textual Adversarial Attack

Attention LayersInput Layer Output Layer

Input
Stabilizer Attention

Stabilizer

Prefixal Stabilizer

Adversarial training

Hard working 
Time-consuming 

Plug-and-play
Efficient

Adversarial training VS Prefixal Stabilizer Architecture of Prefixal Stabilizer
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3 Robustness Improvement form Model Perspective---Affiliate network

Rui Zheng et al., Prefixal Stabilizer: A Plug and Play Defense Moduleto Defend Textual Adversarial Attack
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0 General Framework of Natural Language Processing
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3 Robustness Improvement form Model Perspective---Modeling Method

Yan et al., A Unified Generative Framework for Various NER tasks, ACL 2021

Three kinds of named entities
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3 Robustness Improvement form Model Perspective---Modeling Method

Yan et al., A Unified Generative Framework for Various NER tasks, ACL 2021

Real Application

The different formulations make it hard to solve all NER tasks in a unified method
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3 Robustness Improvement form Model Perspective---Modeling Method

Yan et al., A Unified Generative Framework for Various NER tasks, ACL 2021

Real Application

The different formulations make it hard to solve all NER tasks in a unified method
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3 Robustness Improvement form Model Perspective---Modeling Method

Yan et al., A Unified Generative Framework for Various NER tasks, ACL 2021

Three kinds of entity representations



SENT: Sentence-level Distant Relation Extraction via Negative Training

1. Given bag-level labels, can we obtain sentence-level labels?
2. Sentence bag contains correct labels, incorrect labels, and unincluded labels.
3. Previous positive learning framework cannot distinguish noisy data.

Important for
downstream tasks

3 Robustness Improvement form Model Perspective---Modeling Method



Zeng et al., Distant Supervision for Relation Extraction via Piecewise Convolutional Neural Networks, EMNLP 2015.

3 Robustness Improvement form Model Perspective---Modeling Method



Lin et al., Neural relation extraction with selective attention over instances, ACL 2016.
Qin et al., Robust Distant Supervision Relation Extraction via Deep Reinforcement Learning, ACL 2018.

Attention Reinforcement Learning

3 Robustness Improvement form Model Perspective---Modeling Method



Shang, et al., Are Noisy Sentences Useless for Distant Supervised Relation Extraction? AAAI 2020.

3 Robustness Improvement form Model Perspective---Modeling Method



Positive Training 范式很难区分出干净数据与噪音数据

3 Robustness Improvement form Model Perspective---Modeling Method



2 Noisy Label in Distant Supervision

Positive Training Negative Training



2 Noisy Label in Distant Supervision

Comparison between positive and negative training



2 Noisy Label in Distant Supervision

(1) Negative training for separating the noisy data from the training data
(2)  Noise-filtering and re-labeling
(3)  Iterative training to further boost the performance.

An overview of the proposed framework, SENT, for sentence-level distant RE. 

Ma et al., SENT: Sentence-level Distant Relation Extraction via Negative Training, ACL 2021



2 Noisy Label in Distant Supervision

(1) After SENT training, the clean and noisy data are further separated 
(2) PT after SENT helps improve the convergence of the clean data

Ma et al., SENT: Sentence-level Distant Relation Extraction via Negative Training, ACL 2021



2 Noisy Label in Distant Supervision

Ma et al., SENT: Sentence-level Distant Relation Extraction via Negative Training, ACL 2021



2 Noisy Label in Distant Supervision

323 Samples including 200 incorrect samples

13012 correct samples
20586 incorrect samples

Ma et al., SENT: Sentence-level Distant Relation Extraction via Negative Training, ACL 2021
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0 Conclusion

Discrete Nature Robust Compression
Robust Prompt

Various Tasks
Redundant Features
Causality

Guidance



Thanks for your attention!
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