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Taxonomy of NLG tasks
N

LG

Text-to-Text 
Generation

Summarization/Compression

Paraphrasing/Simplification

(Machine Translation)

(Dialogue Generation)

Data/Table-to-Text 
Generation

Meaning/Concept-
to-Text Generation

Image/Video-to-
Text Generation
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Applications of NLG

News Summarization News Writing Poetry Generation

Product Title /Specification Generation Book Writing



Applications of NLG



Recent Trends in NLG

uCreative Text Generation (Pun, Metaphor, Story, Poetry, …)

uControllable Text Generation (w/ length, lexical, syntactic constraints)

uGenerating Texts with Special Attributes (Sentiment and style transfer)

uCross-Modal Text Generation (Image/Video caption & comment 
generation)

uQuestion Generation / Learning to Ask



Recent Trends in NLG

uCreative Text Generation (Pun, Metaphor, Story, Poetry, …)

Metaphors are a form of figurative language, which 
refers to words or expressions that mean something 
different from their literal definition

Target Verb: absorbed Fit Word: learn
=>Our Result: he absorbed his studies at the 
university of birmingham .
=>Gold Metaphor: he absorbed the knowledge or 
beliefs of his tribe .
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Recent Trends in NLG

uControllable Text Generation (w/ length, lexical, syntactic 
constraints)

Controllable Paraphrase Generation with a Syntactic 
Exemplar �	������������	
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Decomposable Neural Paraphrase Generation �
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Recent Trends in NLG

uGenerating Texts with Special Attributes (Sentiment and Style 
transfer)
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Recent Trends in NLG

uCross-Modal Text Generation (Image/Video caption & 
comment generation)
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Recent Trends in NLG

uCross-Modal Text Generation (Image/Video caption & 
comment generation)
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Recent Trends in NLG

uQuestion Generation / Learning to Ask

Fixed-answered questions: 
Who invented the car? (Standard answer: Karl Benz)

Open-answered questions:
What do you think of the self-driving car? (No standard answer)

OpenQG: Generating open-answered questions based on 
given news that are suitable to arouse open discussions. 
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Question Analysis
• Motivation

• The more answers a question receives in online forums, the better it is for open discussions.
• Many factors can influence the number of answers.

• Dominated variables
• Prior works: how language use affects the reaction that a piece of text generates.
• Four dominated variables:  topic, author, posted time & language use
• How language use makes a question get more answers.

Control the influence of topic, author and posted time.



OQRanD

• OQGanD (Open Question Ranking Dataset).

• Based on 11.5M open-domain questions from an in housed Zhihu database. 

• Contains 22K question-pairs. In each pair, the different in topic, time and author is 

controlled, and the main difference is language use.

Questions # answers

	 �����
��$������ ?&��
(Is there any food that is hard to accept by foreigners for the first time 

in your hometown?)

1

���#����������!%�'��� ?&�
(Which foods are normal in your hometown but are dark cuisine in the 

eyes of foreigners?)

89



The Effect of Language Use
• Method

• Perform significant tests (one-sided paired t-test) on different linguistic features.
• Find 33 features pass the significant tests.

• Some interesting features & conclusions
• Length of questions: Ask concise questions.
• # nouns: use less nouns to ask one topic a time.
• # verbs: use more verbs to make the question vivid.
• # honorifics: interact with readers naturally, do not use too many honorifics.
• # positive words: questions with positive emotions are often more popular.
• LM results: use familiar expressions. Distinctive expressions may attract attention, 

but “common language” can make a question better understood.



Question Evaluation Model

• Question ranking task.
• Train a score model F" which inputs a question and outputs a score. 

The larger score, the more answers are expected.
• By comparing the two F" values for each question-pair in OQGenD, we can predict 

which question gets more answers.

• Results
• Statistical machine learning models: 

LR, RF & SVM
N-gram word and POS features.

• Deep learning methods:
RNN & CNN
word and POS embeddings.



Question Evaluation Model

• Question ranking task.
• Train a score model F" which inputs a question and outputs a score. 

The larger score, the more answers are expected.
• By comparing the two F" value each question-pair in OQGenD, we can predict which 

question gets more answers.

• Results
• Statistical machine learning models: 

The 33 added features can help a lot.
• Deep learning methods.

Only use automatic-learned features.



OQGenD
• OQGenD (Open Question Generation Dataset)

• Each news corresponds with more than one open-answered questions.
• In total: 9K news and 20K (news, question) pairs.



Model (Architecture)

Based on the conditional generative adversarial network
• Generator: inputs news, generates (fake) questions.
• Discriminator: input (news, questions), predicts how likely it comes from real-world dataset.
Both of the generator & discriminator are conditioned on news.



Model (Details)

• Generator !":
• Sequence to sequence model with attention mechanism.

• Discriminator #$:
• Embed input (news, question) into (&'()* , &,-(*).
• High level representations:

• Get the final prediction:

Input of #$: (news, real-questions),  (news, fake-questions)
(news, shuffled real-questions)



Object Functions
• Discriminator !":

• Generator $%:
• Text generation is a discreate process, cannot directly use                  to train $%.
• Use the idea of reinforcement learning.

Policy &: the generator.
State '(: the generated text.
Action )(: generating the next word.
Reward *(: perform Monte-Carlo search, 

• Get object function for generator by using policy gradient:

Vanilla version: only use the results 
from our discriminator.



Object Functions
• Discriminator !":

• Generator $%:
• Text generation is a discreate process, cannot directly use                  to train $%.
• Use the idea of reinforcement learning.

Policy &: the generator.
State '(: the generated text.
Action )(: generating the next word.
Reward *(: perform Monte-Carlo search, 

• Get object function for generator by using policy gradient:

Full version: add the predictions from 
our question evaluation model



Experiments

• Traditional automatic question evaluation metrics. 
• Predictions from our question evaluation model, F".

The higher value, the better for open discussions.
We use the SVM model as our F".



My Concerns about NLG

Evaluation Usability



Thanks !


